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Introduction

A reliable computer system must :

• Be available when needed

• Deliver results as quickly as possible

• Provide correct information
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Service Level Indicator – SLI

• Is the system reliability ?

• How long does it take to process ?

• Is the data being well processed?

• Are the results correct ?
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Site Reliability Engineering
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Site Reliability Engineering

Service Level Objective – SLO

• Defines target level for the SLIs.

• Is the system available enough?

• Is it fast enough?

e.g. lantency < 100ms for 95% responses

Error Budget

• How much error is acceptable in a certain 

period?

• Error Budget = 100% - SLO

e.g. The HTTP success 

rate can fail for 3 minutes 
per day
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Data Access Data Pipeline
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CERN's Monitoring SLIs

• How long does it take to access those
services?

• How often they fail?

• Are incoming data being well stored?

• How fresh is that data?

• How long does it take to ingest the

information?
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Implementation
Data Access

HTTP request 1

HTTP request 2

HTTP request 9

HTTP request 10

...

Response Success Rate = (HTTP success) /10

Response Latency = sum(HTTP delay) /10
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Implementation
Completness and Freshness

Send random documents every minute

Count the number of stored documents

Completness = (number of sent documents) – (number of stored documents)

Freshness = (actual time) – (last document timestamp)
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Check most recent document timestamp
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Implementation
InfluxDB Integration
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SLI = (250 – number of stored docs) *100

250

• Convert raw metrics into percentage for the SLIs and the Error Budget

• Resample every minute to keep the dashboard updated

Continuous queries runs automatically and periodically to produce the resulted data

* we expect having 250 documents stored per minute
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Results
Dashboard & Alerts
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Conclusion
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• Better user experience

• Reduce maintenance costs

• Help identifying misfunctioning

SLI/SLO monitoring is key for providing reliable services :
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Thanks : )
felipe.bastos@cern.ch

felipe.bastos@ymail.com

felipebastosb.github.io
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linkedin.com/in/felipebastosb/
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