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Some background
● Mar 2020: Document wrapping up the first mandate of the WG. 

○ Input for the HL-LHC review

● Mar 2020: DOMA ACCESS evolution proposed
○ https://indico.cern.ch/event/901410/

● May 2020: Proposal to focus on Datalake Prototypes and Data Challenges
○ https://indico.cern.ch/event/923189/

● Jun 2020: Proposal Data Challenge for Production Processing (10PB/day) - 
○ https://indico.cern.ch/event/932079/

● Jul 2020: Brainstorming discussion on the datalake challenge and CMS and 
ATLAS use cases  

○ https://indico.cern.ch/event/939368/

● Now: Datalake prototyping proposals by CMS (and ATLAS soon) 
○ https://indico.cern.ch/event/953032/ 2
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Planning for September/Q4
● September 15th: Data Lake prototyping (https://indico.cern.ch/event/953032/)

● September 29th: Archival bandwidth at T1s (https://indico.cern.ch/event/954845/)
○ The 10PB/day challenge: ATLAS and CMS will process ½ exabyte of RAW data each during 

100 days on overlapping infrastructure 

● October 13th & 20th: Impact of Data Lake Model on Total Cost of Ownership
○ We want to listen opinions from several Tier-2s, regional centers.

● Preparations for the Storage Workshop in November (tentative dates: 19/20 & 
23/24) in parallel to WLCG-HSF meeting
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US CMS Data Lake Prototype Proposal

https://indico.cern.ch/event/953032/
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● Many datalake components already included in ATLAS Grid (Rucio, FTS,...)
○ Adiabatic changes from existing infrastructure
○ Evolution to be endorsed within ATLAS

● Autumn 2020 : Steps towards datalake (US, EU)  carefully monitored
○ Datalake include few sites 
○ Existing monitoring to be consolidated (Network) 
○ Measure performances : 

■ benchmark jobs (local analysis, HammerCloud) : Existing at local level
■ VP within US

● 2021 : 
○ Embark more Grid/local sites
○ Larger diversity of jobs

● Presentation in DOMA ACCESS to be scheduledATLAS Data Lake Prototype Proposal
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Planning for September/Q4
● September 15th: Data Lake prototyping (https://indico.cern.ch/event/953032/)

● September 29th: Archival bandwidth at T1s (https://indico.cern.ch/event/954845/)
○ The 10PB /day challenge: ATLAS and CMS will process ½ exabyte of RAW data each during 

100 days on overlapping infrastructure 
○ Evaluation of all potential read/write concurrent activities using Tape drives (RAW 

reprocessing, RAW data expert during data taking, archived AOD → DAOD)

● October 13th & 20th: Impact of Data Lake Model on Total Cost of Ownership
○ We want to listen opinions from several Tier-2s, regional centers.

● Preparations for the Storage Workshop in November (tentative dates: 19/20 & 
23/24) in parallel to WLCG-HSF meeting
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Reprocessing challenge HL-LHC scale: 10 PB/day

ATLAS Numbers on reprocessing HL-LHC and Run2 campaigns

https://indico.cern.ch/event/924835/
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Summary and scope
● Datalake prototypes and data challenges activities planned. Implementations 

starting. 
● Latency hiding and caching infrastructures in place and running - ready to 

eventually join the prototypes. Strategic component.
● Network and data challenges in parallel. Ensure mechanisms are in place to 

leverage prototypes and eventual data/computing challenges. 
● ESCAPE project prototype progressing on some key aspects:

○ Storage QoS, RUCIO-multiVO, XCache-multiVO, end-to-end access tokens integration

These activities start addressing some of the recommendations received from the 
HL-LHC computing review: i.e. flexibility for adapting to new political scenarios, 
R&D on new concepts potentially helping TCO, effort on software components 
fundamental for the progress of DOMA activities.
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