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NN-QFT Correspondence
Based on work with Jim Halverson and Anindita Maiti - arxiv:2008.08601



Symmetries at initialization
When dout > 1, output components are 
uncorrelated.

Initialized network outputs have 
rotational symmetry when parameters are 
sampled with mean zero.

As the parameter mean increases, the 
SO(dout) symmetry is increasingly 
broken. 𝝁 controls the amount of 
symmetry breaking.



MNIST performance 
MNIST training accuracy reflects real-life 
ability to learn. Gauss-net can learn MNIST 
to ~97% accuracy!

For MNIST, dout = 10. Performed 20 
experiments each with N = 10. 

Idea: Networks with more symmetry at 
initialization train better.*

*Preliminary results from Gauss-net. How well this statement generalizes is the 
subject of active research.



Thank you!


