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Overview
With a detector in between, quarks are observed as jets!

t ̅t + quarks
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t ̅t + jets

ATLAS

CMS
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Eur. Phys. J. C
 77 (2017) 4, 220

Differential t ̅t cross section measurement as a function of kinematics 
of the 𝐭 ̅𝐭 system and jet multiplicities are presented (in resolved and 
boosted topologies)

These provide important constraints to several generator setups! 
(Many results of which I highlight only one!)

Figure shows the normalized differential cross section as a function of 
the number of additional jets (pT > 25 GeV), with good agreement up 
to 3 additional jets, and some tension at higher jet multiplicities.
→ p-values ranging from <0.01 to 0.44 [link]

Differential t ̅t cross section measurement as a function of (top decay and)
additional jet kinematics are presented.

Gap fraction = fraction of events without any additional radiation above a 
given kinematic threshold (pT or HT).

This is an interesting quantity that provides complementary information 
on additional jet kinematics rather than additional jet multiplicity.

Significant differences are observed between generators and between 
data and simulation. → p-values ranging from 3.4×10-6 to 0.89 [link]
some MC settings have been tuned after this early 13 TeV measurement
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Fig. 9 The measured gap fraction f part
gap (Q0) as a function of Q0

in different rapidity veto regions, a |y| < 0.8, b 0.8 < |y| < 1.5, c
1.5 < |y| < 2.1 and d |y| < 2.1. The data are shown by the points with
error bars indicating the total uncertainty, and compared to the pre-
dictions from various t t̄ simulation samples shown as smooth curves.

The lower plots show the ratio of predictions to data, with the data
uncertainty indicated by the shaded band, and the Q0 thresholds corre-
sponding to the left edges of the histogram bins, except for the first bin
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Amongst a very rich content of differential measurements, 
results on 𝐭 ̅𝐭 cross section as a function of additional jet 
multiplicity for different pT thresholds are shown below.

The gap fraction is also measured by CMS.

Increased sensitivity results in uncertainties at 
the O(1%) level (more accurate than the 
predictions from simulations)!
à data provides constraints on theory.

Description from Powheg+Pythia8 seems to 
follow the data much better compared to the 
ATLAS configuration with the same ME/PS.

t ̅t + jets
A selection of CMS highlights (35.8 fb-1)
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FIG. 39. Distributions of the gap fractions f1ðpTÞ and f2ðpTÞ. The data are shown as points with light (dark) bands indicating the
statistical (statistical and systematic) uncertainties. The measurements are compared to the predictions of POWHEG combined with
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CMS result with 35.8 fb-1 (2016) à Phys.Rev.D 97 (2018) 11, 112003
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Theory predictions / Simulation of the t ̅t+HF final state is highly non-trivial. 
It deals with very different scales from the top quark mass down to momenta 
of the relatively soft additional jets.

• Matrix Element vs Parton Shower.

• t ̅tb&b@LO vs NLO vs t ̅tb&bj@NLO (large k-factor, depending on scale 
choice) [Buccioni F. et al, JHEP 12 (2019), 015].

• Factorization/Renormalization/Shower/matching scales.

• Inclusive t ̅t+jets versus dedicated t ̅tb&b and t ̅tc&c simulation.

Still a very active field of study!
[Sigert F, Jan 2020, Zürich Phenomenology Workshop]
[Pozorrini et al., October 2020, ttH-HXSWG meeting]

à Important backgrounds to t ̅tH (H → b&b) measurements!

Option 2: (N)LO merging tt̄ + 0, 1, 2 jets 5F
softer b-quarks

(=
harder b-quarks
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tt̄bb̄ described through tt̄ + 0, 1, 2 jet MEs and g ! bb̄ shower splittings

kT -resolution cut separates MEs (with mb = 0)
from shower (collinear approx.)

g ! bb̄ splittings dominated by parton shower
up to mbb̄

>
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Figure 10. Distributions in the pT of the second b-jet (a) in the pT of the first light jet (b), and in
the invariant mass (c) and the �R separation (d) of the first two b-jets with ttbb cuts throughout.
Predictions and uncertainties as in Fig. 9.
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Figure 12: �R (left) and invariant mass (right) of additional charm jets, for tt̄ events with exactly two additional
charm jets. The inclusive tt̄ prediction is compared to the NLO tt̄cc̄ prediction with the HT/4 scale. The shaded or
hatched bands indicate the e�ect of simultaneously varying the factorization and renormalization scales by a factor
of two, while the colored bars show the e�ect of scaling the shower scale by 0.5 or 0.25, as indicated in the legend.
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S. Pozzorini, Theory progress on 𝑡 ̅𝑡H(𝑏$𝑏) background, TOP2018 @ Bad Neuenahr, Germany 

T. Ježo et al., Eur. Phys. J. C78 (2018), 
no. 6 502, [arXiv:1802.00426] 

ATL-PHYS-PUB-2016-011

Theoretical modelling of t ̅t+HF 
Simulating these processes remains an active field of study

https://link.springer.com/article/10.1007%2FJHEP12%282019%29015
https://indico.cern.ch/event/857238/contributions/3643191/attachments/1969593/3275936/2020-01-14-ttbb-ZPW-Zurich.pdf
https://indico.cern.ch/event/964993/contributions/4075701/attachments/2129120/3585126/ttbb-status-23oct20.pdf
https://indico.cern.ch/event/690229/contributions/2979729/attachments/1719226/2774671/pozzorini_top2018.pdf
https://arxiv.org/abs/1802.00426
https://cds.cern.ch/record/2153876
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The ATLAS t ̅tb(%b) measurement 
A very detailed exploration of the t ̅tb$b landscape 

JHEP 04 (2019), 046

Inclusive / differential
cross sections 

Dilepton / ℓ+jet

ME comparisons:
Powheg, MadGraph, 
Sherpa, PowHel
inclusive / t ̅tb%b in the ME

PS comparisons:
Pythia, Herwig, Sherpa

https://link.springer.com/article/10.1007%2FJHEP04%282019%29046
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Figure 4. The b-tagging distribution of the third-highest b-tagging discriminant-ranked jet for the
(a) eµ channel, and of the third and fourth b-tagging discriminant-ranked jet for the (b) lepton+jets
channel. For clarity, the two-dimensional lepton + jets templates have been flattened into one
dimension. The ratios of total predictions before and after the fit to the data are shown in the
lower panel. The vertical bar in each ratio represents only the statistical uncertainty, and the grey
bands represent the total error including systematic uncertainties from experimental sources. The
extracted scale factors αb,αc,αl,αcl are given considering only statistical uncertainties.

Figure 4a shows the distributions of the templates before and after scaling the templates

by these scale factors.

In the lepton + jets channel, three free parameters, αb, αc and αl, are used in the

maximum-likelihood fit, such that the expected number of events in bin k is

νk(αb,αc,αl) = αbN
k
tt̄b + αcN

k
tt̄c + αlN

k
tt̄l +Nk

non-tt̄ . (7.1)

The best-fit values of the free parameters are αb = 1.11 ± 0.02, αc = 1.59 ± 0.06 and

αl = 0.962±0.003 where the quoted uncertainties are statistical only. Including systematic

uncertainties, the values of αb extracted in the eµ and lepton + jets channels are found

to be compatible at a level better than 1.5 standard deviations. Some of the dominant

common systematic uncertainties have small correlations between the two channels, while

the uncertainty in αb due to the modelling of the tt̄c template in the eµ channel, as discussed

in section 8.3 is uncorrelated between the two channels. Taking only this uncertainty as

uncorrelated, the values of αb extracted from the two channels are found be compatible

at a level better than 1.7 standard deviations. Figure 4b shows the distribution of the b-

tagging discriminant before and after the fit. For clarity, the two-dimensional lepton+ jets

templates are flattened into a single dimension. Figures 5 and 6 show the comparison of

data and predictions for the b-tagged jet multiplicity and the leading b-tagged jet pT in

the eµ and lepton + jets channels after the tt̄b signal, and the tt̄c and tt̄l backgrounds, are

– 18 –
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The ATLAS t ̅tb(%b) measurement 
Fitting normalization of different flavour components

Differential t ̅t+jet measurements are agnostic about jet flavour. 

→ The normalizations of t ̅t+>1b, t ̅t+>1c, and t ̅t+>1l are fitted in a “control region”

1. Rank jets according to the b-tagging discriminator value
2. Take the 3rd (and 4th in ℓ+jet) ranked jet (proxies for additional radiation)
3. Divide in bins that represent different b-tagging efficiency ranges(*)

Bin Efficiency

1 100%-85%

2 85%-77%

3 77%-70%

4 70%-60%

5 <60%

ℓ+jet channel, ≥ 5j, ≥ 2beµ channel, ≥ 3b

*stat. unc. only

(*)
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The ATLAS t ̅tb(%b) measurement 
Results of the inclusive measurement

Inclusive fiducial cross sections are reported (backgrounds and ttH/ttV “signals” are 
subtracted using MC predictions)

Separate results for ≥ 3b and ≥ 4b (i.e. for ≥1 or ≥2 ’additional’ b jets)

Uncertainties dominated by systematics:  b-tagging, Jet Energy Scale, Modelling (PS)

Compared to several simulations
→Overall higher 𝐭 ̅𝐭𝐛(�̅�) cross section observed in data compared to MC predictions!

J
H
E
P
0
4
(
2
0
1
9
)
0
4
6

eµ [fb] lepton + jets [fb]

≥ 3b ≥ 4b ≥ 5j,≥ 3b ≥ 6j,≥ 4b

Measured

181 27 2450 359

± 5 (stat) ± 3 (stat) ± 40 (stat) ± 11 (stat)

± 24 (syst) ± 7 (syst) ± 690 (syst) ± 61 (syst)

tt̄X(X = H,V ) MC 4 2 80 28

Measured − tt̄X 177 25 2370 331

Sherpa 2.2 tt̄bb̄ (4FS) 103± 30 17.3± 4.2 1600± 530 270± 70

Powheg+Pythia 8 tt̄bb̄ (4FS) 104 16.5 1520 260

PowHel+Pythia 8 tt̄bb̄ (5FS) 152 18.7 1360 290

PowHel+Pythia 8 tt̄bb̄ (4FS) 105 18.2 1690 300

Table 5. Measured and predicted fiducial cross-section results for additional b-jet production in
the eµ and the lepton + jets decay channels.

10
1

10
2

10
3 10

4

fid [fb]

e ( 4b)

e ( 3b)

lepton+jets ( 4b)

lepton+jets ( 3b)

Data - ttX(X=H,V)
Stat. uncert.
Total uncert.

Sherpa 2.2 ttbb (4FS)
Powheg+Pythia8 ttbb (4FS)
PowHel+Pythia8 ttbb (5FS)
PowHel+Pythia8 ttbb (4FS)

0.5 1.0 1.5
Pred./(Data - ttX)

ATLAS
s =13 TeV, 36.1 fb 1

Figure 7. The measured fiducial cross-sections, with tt̄H and tt̄V contributions subtracted from
data, compared with tt̄bb̄ predictions obtained using Sherpa 2.2 tt̄bb̄ with uncertainties obtained
by varying the renormalisation and factorisation scales by factors of 0.5 and 2.0 and including PDF
uncertainties. Comparisons with the central values of the predictions of Powheg+Pythia 8 and
PowHel+Pythia 8 tt̄bb̄ are also made. No uncertainties are included in the subtraction of the
tt̄H or tt̄V predictions.
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Figure 15. Relative differential cross-sections as a function of (a) mb1b2 , (b) pT,b1b2 , and (c)
∆Rb1,b2 of the two highest-pT b-jets in events with at least four b-jets in the lepton + jets channel
compared with various MC generators. The tt̄H and tt̄V contributions are subtracted from data.
Four ratio panels are shown, the first three of which show the ratios of various predictions to
data. The last panel shows the ratio of predictions of normalised differential cross-sections from
MadGraph5 aMC@NLO+Pythia 8 including (numerator) and not including (denominator) the
contributions from tt̄V and tt̄H production. Uncertainty bands represent the statistical and total
systematic uncertainties as described in section 8. Events with observable values outside the axis
range are not included in the plot.
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The ATLAS t ̅tb(%b) measurement 
Differential measurements to explore the entire topology
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Figure 17. Relative differential cross-sections as a function of (a) m∆min
bb , (b) p∆min

T,bb and (c)
∆R∆min

bb of two closest b-jets in ∆R in events with at least four b-jets in the lepton + jets chan-
nel compared with various MC generators. The tt̄H and tt̄V contributions are subtracted from
data. Four ratio panels are shown: the first three show the ratios of various predictions to data.
The last panel shows the ratio of predictions of normalised differential cross-sections from Mad-
Graph5 aMC@NLO+Pythia 8 including (numerator) and not including (denominator) the con-
tributions from tt̄V and tt̄H production. Uncertainty bands represent the statistical and total
systematic uncertainties as described in section 8. Events with observable values outside the axis
range are not included in the plot.
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Figure 13. Relative differential cross-sections as a function of b-jets pT for pT-ordered b-jets in
events with at least four b-jets in the lepton + jets channel compared with various MC generators.
The tt̄H and tt̄V contributions are subtracted from data. (a) leading b-jet pT, (b) sub-leading
b-jet pT, (c) third-leading b-jet pT, (d) fourth-leading b-jet pT. Four ratio panels are shown, the
first three of which show the ratios of various predictions to data. The last panel shows the ratio
of predictions of normalised differential cross-sections from MadGraph5 aMC@NLO+Pythia 8
including (numerator) and not including (denominator) the contributions from tt̄V and tt̄H pro-
duction. Uncertainty bands represent the statistical and total systematic uncertainties as described
in section 8. Events with b-jets pT values outside the axis range are not included in the plot.
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pT of the 3rd hardest b jet
→ probe additional b jet kinematics

ΔR between the two closest b jets
→ probe angular correlations 
between additional b jets (colinear 
gluon splitting into b$b)

Invariant mass between the two 
leading (hardest) b jets
→ probe the kinematic properties 
of the 𝐭 ̅𝐭 system

Overall good agreement between data and simulation!
→ p-values ranging from 0.49 to 0.73 → p-values ranging from 0.48 to 0.70 → p-values ranging from 0.53 to 0.89

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TOPQ-2017-12/tab_09.png
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TOPQ-201%207-12/tab_11.png
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/TOPQ-2017-12/tab_10.png
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represent the statistical and total systematic uncertainties as described in section 8.

from additional b-quark production via gluon splitting, the leading and sub-leading b-jet

distributions have relatively higher probability to contain the b-jets from the top-quark

decays, while the third and the fourth b-jet distributions contain mainly jets from gluon

splitting. The measurement uncertainties are between 10% and 25% depending on the pT
of the jet and the top-quark decay channel. Statistical uncertainties are dominant in only

the highest pT bins. The uncertainties are dominated by systematic uncertainties in the

jet-energy scale and the b-tagging algorithm.

Figures 14 and 15 show the distribution of the mass, the angular distance ∆R and pT of

the b1b2 system built from the two highest-pT b-jets. The pT of the b1b2 system is measured

with a precision of 10%–15% over the full range in the eµ channel and with an uncertainty of

20%–25% in the lepton+ jets channel. It is well described by the different MC predictions,

which vary significantly less than the experimental uncertainty. The distributions of the

∆R between the two b-jets and the invariant mass of the b1b2 pair are measured with slightly

higher uncertainties and also show little variation between the different predictions. Good

agreement between the data and the models is confirmed by the p-values listed in table 10.
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“Additional b jets produced by the PS = 

underestimation (25-50%) in high b jet multiplicity”
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Figure 3. Two-dimensional distributions of the b tagging discriminant for the first and second
additional jets in the lepton+jets channel shown separately for different flavors of the additional
jets: ttbb (upper left), ttbj (upper right), ttcc (lower left) and ttLF (lower right). The number
of entries is normalized to unity. The histograms are obtained from the powheg MC simulation.

combined ttcc and ttLF (ttccLF) categories. The parameter Rttbj/tt jj is the expected

ratio of the number of ttbj events to the number of ttjj events. This ratio is expressed as

a function of the POI RVPS
ttbb/tt jj:

Rttbj/tt jj = RVPS
ttbb/tt jj

(
Ettbb
Ett jj

)
RMC

ttbj/ttbb . (6.3)

The parameter RMC
ttbj/ttbb is the expected cross section ratio from MC simulation of the ttbj

and ttbb processes. This value is taken to be constant (RMC
ttbj/ttbb = 1.5), considering the

correlation between the definition of those two tt categories. The parameter Ettbb is the

efficiency for selecting ttbb events. The event selection efficiencies, defined as the number

of events after the full event selection divided by the number of events in the VPS, are

25 (18)% for ttbb and 10 (5)% for ttjj in the dilepton (lepton+jets) channel. The quantity

RttccLF/tt jj is the ratio of the number of ttccLF events to the number of ttjj events, which
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The strategy outlined
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additional jets
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Kinematic fit to 
reconstruct t ̅t system + 

take largest remaining b-
tag scores

Extract 
results

2D template fit → extract σ!!̅## and R!!̅$%$/!!̅## = .&!!̅#$# &!!̅%%
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Figure 2. Two-dimensional distributions of the b tagging discriminant for the first and second
additional jets in the dilepton channel shown separately for different flavors of the additional jets:
ttbb (upper left), ttbj (upper right), ttcc (lower left) and ttLF (lower right). The number of
entries is normalized to unity. The histograms are obtained from the powheg MC simulation.

where pdfbkg is the probability density function (pdf) for each bin of the full set of back-

grounds presented in table 2, including ttW, ttZ, and ttH. Those contributions are fixed in

the fit to their estimated yields from the MC simulation. Potential deviations of σVPS
tt jj with

respect to the expectation from simulation (σMC
ttjj ) are propagated to the “tt others” compo-

nent. Therefore, pdftt others enters the likelihood function corrected by the σVPS
tt jj /σ

MC
ttjj term,

where the constant parameter σMC
ttjj = 163 (290) pb for the dilepton (lepton+jets) channel

is taken from MC simulation. The remaining term in eq. (6.1) contains the total integrated

luminosity, L, the efficiency for selecting ttjj events, Ett jj, and the pdf normalized to unity

for each bin of the ttjj category, pdfnormtt jj . The latter parameter is defined as:

pdf norm
tt jj =

[
RVPS

ttbb/tt jj

(
Ettbb
Ett jj

)
pdf norm

ttbb +Rttbj/tt jj pdf
norm
ttbj +RttccLF/tt jj pdf

norm
ttccLF

]
,

(6.2)

where pdfnormttbb , pdfnormttbj , and pdfnormttccLF are the normalized pdfs of the ttbb, ttbj, and

– 11 –

https://link.springer.com/article/10.1007%2FJHEP07%282020%29125


Inclusive cross sections (and ratio) measured in the fiducial phase space and unfolded 
into the full phase space → Acceptance and efficiency corrections derived from 
simulations.

Uncertainties dominated by b-tagging and theoretical modeling (ME/PS scales)
Precision of ~ 13% on 𝛔𝐭 ̅𝐭𝐛�̅�

σ((̅)) well modelled, but R((̅*+*/((̅)) (and therefore also σ((̅*+*) underestimated in the 
simulation.
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Figure 4. Results of the simultaneous fit for Rttbb/tt jj and σtt jj (denoted by the cross) in the
visible phase space, along with its 68 and 95% CL contours, are shown for the (left) dilepton
and (right) lepton+jets channels. The solid circle shows the prediction by powheg + pythia8.
The uncertainties in the MC prediction are a combination of statistical, µF/µR scale, and PDF
components; they are assumed to be uncorrelated between Rttbb/tt jj and σtt jj.

to an important sensitivity to the uncertainties in the b tagging efficiency, and specifically

the light-flavor jet mistagging probability. Like the ttjj cross section, the cross section

ratio is also sensitive to the b tagging efficiency and the variations in the ISR. Addition-

ally, both measurements are sensitive to the size of the simulated samples, especially in

the lepton+jets channel. The two POI, σtt jj and Rttbb/tt jj, show a positive correlation of

48 (12)% in the dilepton (lepton+jets) channel. The total uncertainty in the ttbb cross

section for both phase space regions is calculated taking into account these correlations.

Besides the powheg simulation, the measurements of the ttjj and ttbb cross sections

and their ratio are compared with other MC predictions in table 4. The powheg predic-

tions for the inclusive ttbb and ttjj cross sections in the VPS are in agreement, within the

uncertainties, with the measured cross sections in both decay channels. The cross section

ratio measured in the VPS is larger than the reference powheg prediction by a factor

of 1.3 (1.2), with a significance of three (two) standard deviations, in the dilepton (lep-

ton+jets) channel. The previous CMS measurement in the dilepton channel at 13TeV [18]

also reported a larger cross section ratio with respect to the prediction, a factor of 1.8, with

a significance of two standard deviations.

The measurements of the cross sections and their ratio in the FPS is shown in figure 5.

Those results are obtained by applying the acceptance correction described in section 6 to

the values measured in the VPS. The measured inclusive ttjj and ttbb cross sections and

their ratio for the FPS agree with the MC predictions from powheg and MG amc@nlo

interfaced with pythia8, within the uncertainties, which are larger in the FPS compared to

the VPS. Predictions from powheg + herwig++ for the ttjj/ttbb cross section ratio, and

in consequence for the inclusive ttbb cross section, are slightly lower than the measured

values. The total relative uncertainties in the ttbb cross section for the VPS (FPS) are

– 18 –
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is treated as signal. In the limit of large training sample the re-
sulting classifier converges to the optimal classifier to distinguish 
between signal and background, provided the two following con-
ditions are fulfilled [57 ]. First, the relative rates of the actual signal 
and background processes should be different in the two regions. 
Second, the distributions of the variables entering the CWoLa clas-
sifier should be independent of the quantity used to define the 
two regions, for both the signal and background processes. The 
CWoLa BDT is trained using a sample of data with exactly seven 
jets, where two independent regions are defined by requiring that 
the QGLR is below or above 0.95. The first and second regions 
are expected to contain about 10 and 20% of tt events, respec-
tively. Variables used for constructing the CWoLa BDT are kine-
matic quantities similar to those used in the permutation BDT, the 
output value of the permutation BDT, and the b tagging discrimi-
nator scores of the two jets identified by the permutation BDT as 
the b jets originating from the top quark decays. Only the six jets 
identified by the permutation BDT as coming from the top quark 
decays are used to define the CWoLa BDT input variables. The per-
formance of the resulting classifier, measured in the region with at 
least eight jets, is found to be comparable to that of a supervised 
classifier trained using simulated samples.

6. Cross sections

To measure the ttbb cross section we require, in addition to 
the preselection criteria, the presence of at least eight jets, and 
P (χ2) > 10−6 . The distributions in the QGLR and of the CWoLa 
BDT discriminants for selected events are shown in Fig. 1. The 
cross section is extracted from a binned maximum likelihood fit to 
a two-dimensional distribution (referred to as 2DCSV) constructed 
using the largest and second-largest b tagging discriminator scores 
among the jets determined to be additional jets by the permuta-
tion BDT. In order to increase the signal purity and the precision in 
the measurement, we define a signal region (SR) by requiring that 
the CWoLa BDT score be above 0.5, and the QGLR be above 0.8. 
These thresholds are optimized to obtain the best expected preci-
sion in the cross section. About 20% of the ttbb signal that passes 
the offline preselection is selected into the SR.

The multijet background is also estimated from data. Three in-
dependent control regions (CRs), orthogonal to the SR, are defined 
by inverting the requirements on the CWoLa BDT and the QGLR: 
the CR1 (BDT > 0.5, QGLR < 0.8), the CR2 (BDT < 0.5, QGLR < 0.8), 
and the CR3 (BDT < 0.5, QGLR > 0.8). For multijet production, the 
CWoLa BDT score and the QGLR are nearly independent, so that 
in each bin i of the 2DCSV distribution the number of multijet 
events in the SR, NSR

i , can be estimated from the number of mul-
tijet events in the CRs as

NSR
i = NCR3

i
NCR1

i

NCR2
i

. (2)

This relationship is a consequence of the choice of variables enter-
ing the CWoLa BDT, which were required to be independent of the 
QGLR in order to satisfy the hypotheses of the CWoLa method. In 
order to properly take into account the small but non-negligible 
signal contribution in the CRs, the fit to extract the cross sec-
tion is performed in all four regions, with the multijet rates NCR1

i , 
NCR2

i , and NCR3
i free to vary in the fit. The assumption of Eq. (2)

on which this estimation relies is confirmed using the simulation. 
In addition, we verify that Eq. (2) is also satisfied in the data for 
kinematic distributions, such as the invariant mass of the recon-
structed W bosons and top quarks, where for each bin of these 
distributions the multijet yields are estimated by taking the differ-
ence between the observed yields in data and the predicted yields 

Fig. 1. Distributions in the QGLR (upper) and the CWoLa BDT discriminants (lower). 
Both are after preselection, requiring P (χ2) > 10−6 and at least eight selected jets. 
All the contributions are based on simulation. The multijet contribution is scaled 
to match the total yields in data, after the other processes including the ttbb sig-
nal have been normalized to their corresponding theoretical cross sections. This 
choice takes into account only the effect of the shape variation from the multijet 
background. The small backgrounds include ttV, ttH, single top quark, V+jets, and 
diboson production. The lower panels show the ratio between the observed data 
and the predictions. The dashed lines indicate the boundaries between the signal 
and control regions defined in Section 6 . Hatched bands indicate the statistical un-
certainty in the predictions without considering the systematic sources, dominated 
by the uncertainties in the simulated multijet background. Underflow and overflow 
events were added to the first and last bins, respectively.

of all simulated processes. Finally, we validate Eq. (2) using alter-
native definitions of the four regions in the plane formed by the 
QGLR and the CWoLa BDT, excluding the SR as defined above. The 
outcome of goodness-of-fit tests of the 2DCSV distribution was also 
positive for each of the alternative region definitions.

The data are fitted using a profiled maximum likelihood tech-
nique, where the likelihood is built as a product of independent 
Poisson likelihoods, defined for each bin i of the 2DCSV distribu-
tions in the four event regions using the following expression for 
the number of events in bin i:

Ni = µT sig
i (θ⃗) +

∑

k in sim bkg

T k
i (θ⃗) + Ni, (3)

where µ is a signal strength parameter, defined by the ratio of ob-
served to expected signal, T k

i is the expected yield for process k
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is treated as signal. In the limit of large training sample the re-
sulting classifier converges to the optimal classifier to distinguish 
between signal and background, provided the two following con-
ditions are fulfilled [57 ]. First, the relative rates of the actual signal 
and background processes should be different in the two regions. 
Second, the distributions of the variables entering the CWoLa clas-
sifier should be independent of the quantity used to define the 
two regions, for both the signal and background processes. The 
CWoLa BDT is trained using a sample of data with exactly seven 
jets, where two independent regions are defined by requiring that 
the QGLR is below or above 0.95. The first and second regions 
are expected to contain about 10 and 20% of tt events, respec-
tively. Variables used for constructing the CWoLa BDT are kine-
matic quantities similar to those used in the permutation BDT, the 
output value of the permutation BDT, and the b tagging discrimi-
nator scores of the two jets identified by the permutation BDT as 
the b jets originating from the top quark decays. Only the six jets 
identified by the permutation BDT as coming from the top quark 
decays are used to define the CWoLa BDT input variables. The per-
formance of the resulting classifier, measured in the region with at 
least eight jets, is found to be comparable to that of a supervised 
classifier trained using simulated samples.

6. Cross sections

To measure the ttbb cross section we require, in addition to 
the preselection criteria, the presence of at least eight jets, and 
P (χ2) > 10−6 . The distributions in the QGLR and of the CWoLa 
BDT discriminants for selected events are shown in Fig. 1. The 
cross section is extracted from a binned maximum likelihood fit to 
a two-dimensional distribution (referred to as 2DCSV) constructed 
using the largest and second-largest b tagging discriminator scores 
among the jets determined to be additional jets by the permuta-
tion BDT. In order to increase the signal purity and the precision in 
the measurement, we define a signal region (SR) by requiring that 
the CWoLa BDT score be above 0.5, and the QGLR be above 0.8. 
These thresholds are optimized to obtain the best expected preci-
sion in the cross section. About 20% of the ttbb signal that passes 
the offline preselection is selected into the SR.

The multijet background is also estimated from data. Three in-
dependent control regions (CRs), orthogonal to the SR, are defined 
by inverting the requirements on the CWoLa BDT and the QGLR: 
the CR1 (BDT > 0.5, QGLR < 0.8), the CR2 (BDT < 0.5, QGLR < 0.8), 
and the CR3 (BDT < 0.5, QGLR > 0.8). For multijet production, the 
CWoLa BDT score and the QGLR are nearly independent, so that 
in each bin i of the 2DCSV distribution the number of multijet 
events in the SR, NSR

i , can be estimated from the number of mul-
tijet events in the CRs as

NSR
i = NCR3
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NCR1
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NCR2
i

. (2)

This relationship is a consequence of the choice of variables enter-
ing the CWoLa BDT, which were required to be independent of the 
QGLR in order to satisfy the hypotheses of the CWoLa method. In 
order to properly take into account the small but non-negligible 
signal contribution in the CRs, the fit to extract the cross sec-
tion is performed in all four regions, with the multijet rates NCR1

i , 
NCR2

i , and NCR3
i free to vary in the fit. The assumption of Eq. (2)

on which this estimation relies is confirmed using the simulation. 
In addition, we verify that Eq. (2) is also satisfied in the data for 
kinematic distributions, such as the invariant mass of the recon-
structed W bosons and top quarks, where for each bin of these 
distributions the multijet yields are estimated by taking the differ-
ence between the observed yields in data and the predicted yields 

Fig. 1. Distributions in the QGLR (upper) and the CWoLa BDT discriminants (lower). 
Both are after preselection, requiring P (χ2) > 10−6 and at least eight selected jets. 
All the contributions are based on simulation. The multijet contribution is scaled 
to match the total yields in data, after the other processes including the ttbb sig-
nal have been normalized to their corresponding theoretical cross sections. This 
choice takes into account only the effect of the shape variation from the multijet 
background. The small backgrounds include ttV, ttH, single top quark, V+jets, and 
diboson production. The lower panels show the ratio between the observed data 
and the predictions. The dashed lines indicate the boundaries between the signal 
and control regions defined in Section 6 . Hatched bands indicate the statistical un-
certainty in the predictions without considering the systematic sources, dominated 
by the uncertainties in the simulated multijet background. Underflow and overflow 
events were added to the first and last bins, respectively.

of all simulated processes. Finally, we validate Eq. (2) using alter-
native definitions of the four regions in the plane formed by the 
QGLR and the CWoLa BDT, excluding the SR as defined above. The 
outcome of goodness-of-fit tests of the 2DCSV distribution was also 
positive for each of the alternative region definitions.

The data are fitted using a profiled maximum likelihood tech-
nique, where the likelihood is built as a product of independent 
Poisson likelihoods, defined for each bin i of the 2DCSV distribu-
tions in the four event regions using the following expression for 
the number of events in bin i:

Ni = µT sig
i (θ⃗) +

∑

k in sim bkg

T k
i (θ⃗) + Ni, (3)

where µ is a signal strength parameter, defined by the ratio of ob-
served to expected signal, T k

i is the expected yield for process k
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The CMS fully hadronic t ̅tb%b measurement 
The strategy outlined

Baseline 
selection

BDT trained to identify 
jets from t ̅t decays

Identify 
additional jets0ℓ, ≥ 8j , ≥ 2b-tag 

Reduce QCD 
background

Quark-gluon likelihood ratio
“QCD events expected to have 

more gluon jets”

Phys.Lett.B 803 (2020), 135285

CWoLa BDT
Unsupervised learning on data in 

control regions (==7 jets) with mixed 
signal/bkg compositions

JHEP 10 (2017), 174

Signal 
Region

Signal 
Region

Uncorrelated observables à ABCD method to estimate 
QCD contributions in the final fit
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https://www.sciencedirect.com/science/article/pii/S0370269320300897?via%3Dihub
https://link.springer.com/article/10.1007%2FJHEP10%282017%29174
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The CMS fully hadronic t ̅tb%b measurement 
2D template fit to extract the results

Fit in (2D) bins of b-tagging 
score of the two additional jets

Uncertainties dominated by QGLR and b-tagging 
calibrations + signal/background modelling.

Precision of ~ 30%!

Again, σ!!̅$%$ is under-predicted in the simulation.

The CMS Collaboration / Physics Letters B 803 (2020) 135285 7

Fig. 2. Distribution in the 2DCSV in the SR (upper left), CR1 (upper right), CR2 (lower right), and CR3 (lower left) regions. For clarity, the two-dimensional distribution with 
largest and next-to-largest b tagging discriminant scores for the additional jets have been unrolled to one dimension, and the resulting bins ordered according to increasing 
values of the ratio between expected signal and background yields in each bin of the SR. The small backgrounds include ttV, ttH, single top quark, V+jets, and diboson 
production. Hatched bands correspond to uncertainties. The bottom panels show the pull distribution. The pull is defined as the bin by bin difference between data and 
predicted yields after the fit, divided by the uncertainties accounted for correlations between data and predictions after the fit.

Table 2
Measured and predicted cross sections for the different definitions of the ttbb phase space considered in this analysis. For 
measurements, the first uncertainty is statistical, while the second one is from the systematic sources. The uncertainties in the 
predicted cross sections include the statistical uncertainty, the PDF uncertainties, and the µR and µF dependences on changes 
in scale. The uncertainties in scale for parton showers are not included, and amount to about 15% for powheg+pythia. Unless 
specified otherwise, pythia is used for the modelling the parton shower, hadronization, and the underlying event.

Fiducial, 
parton-independent (pb)

Fiducial, 
parton-based (pb)

Total (pb)

Measurement 1.6 ± 0.1+0.5
−0.4 1.6 ± 0.1+0.5

−0.4 5.5 ± 0.3+1.6
−1.3

powheg (tt) 1.1 ± 0.2 1.0 ± 0.2 3.5 ± 0.6
powheg (tt) + herwig++ 0.8 ± 0.2 0.8 ± 0.2 3.0 ± 0.5
MadGraph5_amc@nlo (4FS ttbb) 0.8 ± 0.2 0.8 ± 0.2 2.3 ± 0.7
MadGraph5_amc@nlo (5FS tt+jets, FxFx) 1.0 ± 0.1 1.0 ± 0.1 3.6 ± 0.3
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Comparison of the CMS t ̅tb%b measurements 
Consistently, the t ̅tb$b cross section is under-estimated in simulations 

1 2 3 4 5 6
theos / expsFull phase space 

theosReference for 

ttbb_alljet
PLB (803) 2020 135285

ttbb_dilep
JHEP 07 (2020) 125

ttbb_semilep
JHEP 07 (2020) 125  PYTHIA8

POWHEG +

  PYTHIA8 5FS [FxFx]
MG5_aMC@NLO +

  HERWIG++
POWHEG +

  PYTHIA8 4FS
MG5_aMC@NLO +

 (13 TeV)-1 summary, 35.9 fbbbttsCMS
Preliminary April 2020
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t ̅t + charm jets! (NEW)
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First measurement of the t ̅t + c?c cross section, but simultaneously 

measure  𝜎(t ̅t + b?b) , 𝜎(t ̅t +LF)  and Rc/b = A𝜎(((̅+,$,/*+*)
𝜎(((̅+jj)

Measurement performed in the dilepton channel,  using 2017
dataset, 41.5 fb-1
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The CMS dilepton t ̅tc%c measurement 
The strategy outlined

Use charm jet identification (c-tagging)

Physics Analysis Summary TOP-20-003

Baseline 
selection

NN trained to identify 
additional HF jets

Identify 
additional jets2ℓ, ≥ 4j , ≥ 2b-tag 

P(CvsL) =
P(c)

P(c) + P(udsg)
, P(CvsB) =

P(c)

P(c) + P(b) + P(bb)
.

<latexit sha1_base64="hugZXLu6Xve+QBUFyD6ERKJnAV0=">AAACdHicjVHLSgMxFM2Mr1pfVRcudBEtQosyzKigG6HUjQsXFawKnVIyaaYNZh4kd4plmC/w79z5GW5cm9YRa+vCG0JOzrk3j3O9WHAFtv1mmHPzC4tLheXiyura+kZpc+teRYmkrEkjEclHjygmeMiawEGwx1gyEniCPXhPVyP9YcCk4lF4B8OYtQPSC7nPKQFNdUovLrBnSBuVq4G6qWb4Eru+JDT9pmk1yyY2+Ag3KklX9TR9jN3p8XNWvZr95ygvXzytWZ1S2bbsceBZ4OSgjPJodEqvbjeiScBCoIIo1XLsGNopkcCpYFnRTRSLCX0iPdbSMCQBU+10bFqGDzXTxX4k9QwBj9nJipQESg0DT2cGBPpqWhuRf2mtBPyLdsrDOAEW0q+L/ERgiPCoA7jLJaMghhoQKrl+K6Z9op0C3aeiNsGZ/vIsuD+xnFPr5PasXKvndhTQLjpAFeSgc1RD16iBmoiid2PHwMa+8WHumWXz8CvVNPKabfQrTOsTKmy48w==</latexit>
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- 29 -

Goal and 
scope

Properties from c jets are distributed midway 
between those of b or light-flavour jets → two c-
tagging discriminants!

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TOP-20-003/index.html
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The CMS dilepton t ̅tc%c measurement 
Calibration of the c-tagger shape
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Another NN is trained to distinguish t ̅tc%c from t ̅tb%b (∆$' ) and from t ̅tLF (∆(' ).

The fit is performed on two-dimensional distributions. Uncertainties dominated by c-
tagging calibration, JES, modelling (ME and PS scales and matching)

Clear separation between the t ̅tb$b, t ̅tc$c and t ̅tLF contributions

The CMS dilepton t ̅tc%c measurement 
Two-dimensional simulated templates used in the fit
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The CMS dilepton t ̅tc%c measurement 
Summary of the results

Fiducial PS: 𝜎(t ̅t + c%c) = 152 ± 22 (stat.) ± 19 (syst.) fb  (~ 19% uncertainty)
Rc = 2.37 ± 0.32 (stat.) ± 0.25 (syst.) % (~ 17% uncertainty)

Full PS: 𝜎(t ̅t + c%c) = 7.43 ± 1.07 (stat.) ± 0.95 (syst.) pb
Rc = 2.64 ± 0.36 (stat.) ± 0.29 (syst.) %

First measurement of the t ̅t + c$c cross section!

Also in this analysis we see an underestimation of 𝜎(𝐭 ̅𝐭+𝐛�̅�) and Rb, but an overestimation of 𝜎(𝐭 ̅𝐭+𝐜�̅�) and 
𝜎(𝐭 ̅𝐭 +LF) (everything within 1-2 stdandard deviations)

ATLAS t ̅tc reco-level scaling factor (slide 12): 𝛼!"#$"% = 1.59± 0.06 (stat) ± 0.7 (model) hints at 
underestimation of ttc signal strength in MC, whereas CMS observes: 𝛼!&'% = 0.81 ± 0.12 (stat)± 0.10 (syst)
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Conclusions
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Differential 𝐭 ̅𝐭+jets analyses from CMS and ATLAS allow to probe kinematics of the additional 
radiation (PS) and puts different ME/PS simulators to the test.
→ Full Run-2 combinations of these analyses will greatly improve the precision (lower statistical 
errors allow for much finer binning!)

Both CMS and ATLAS have explored the 𝐭 ̅𝐭𝐛�̅� landscape in different channels using the 2016 
dataset, reaching a precision of roughly 13-16%.
→ Consistent underestimation of 𝜎(𝐭 ̅𝐭𝐛�̅�) in different simulators.
→ CMS managed to conquer the fully-hadronic channel.
→ ATLAS provided a first set of differential measurements.

CMS presented a first measurement of 𝜎(𝐭 ̅𝐭𝐜�̅�) with a precision of around 20%.
→ CMS result reveals a slight overestimation of t ̅tc%c yield in MC (within unc.)
→ charm-tagging tools (and calibration) are a vital component.
→ ATLAS scaling factor for t ̅tc at detector level hints at possibly underestimation ttc signal 
strength in MC compared to data

Important steps in my opinion:
→ Come up with a uniform phase space definition for fair comparisons.
→ Stay in touch with the theory community to improve the simulations.
→ Work towards full Run-2 results (all channels, inclusive+differential, t ̅tc%c, t ̅tb%b, t ̅tLF)
→ EFT interpretation? (qqqq and qqH operators in a combined tt+HF/tttt/ttH interp.)

Summary and conclusions
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Backup
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Some additional ATLAS differential measurements
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The ATLAS t ̅tb(%b) measurement 
Uncertainties in the differential measurement

Normalized differential cross sections as a function of a large variety of kinematical 
quantities are unfolded to particle-level.

Differential measurements suffer more from statistical limitations (especially the eµ
channel which is only probed differentially in the ≥ 3b phase space)

With the presented binning, uncertainties range between 10-30%

With the full Run-2 dataset in our hands, we can more accurately start to probe these 
differential measurements!
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Figure 10. Relative differential cross-sections as a function of (a) HT, (b) Hhad
T in events with at

least four b-jets in the lepton+jets channel compared with various MC generators. The tt̄H and tt̄V
contributions are subtracted from data. Four ratio panels are shown, the first three of which show
the ratios of various predictions to data. The last panel shows the ratio of predictions of normalised
differential cross-sections from MadGraph5 aMC@NLO+Pythia 8 including (numerator) and
not including (denominator) the contributions from tt̄V and tt̄H production. Uncertainty bands
represent the statistical and total systematic uncertainties as described in section 8. Events with
HT (Hhad

T ) values outside the axis range are not included in the plot.
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Figure 11. Relative systematic uncertainties from various theoretical and experimental sources
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T variable measured in the (a) eµ and (b) lepton + jets channels.
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4 jets (+ extra radiation?)
à which are the b-jets from the 
top decay? And which are the 
additional jets?

𝛥R

minv

b-tag discriminant

c-tag discriminant

pT,η

à Combine in a NN and pick the best jet-parton assignment

Jet-parton matching
Event kinematics + jet flavour as input to a neural network (NN)
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Only ~ 76% of events have two b jets matched to two gen-level b quarks from top quark within 
𝛥R<0.3. Only these are used in the training of the NN.

Jet-parton matching
Performance and neural network output

3 x  𝛥R

3 x minv

… …

Correct = PC

Flipped = PF

Wrong = PW
8 x pT,𝜂

12 x b/c-tag

…

NN score for best permutation

= max
:(

:(;<)
, :)
:);<)

The network correctly identifies the two additional 
c (b) jets in 50% (30%) of the cases for t ̅tc%c (t ̅tb%b) 
events. 

Good agreement between the data (black markers) 
and the simulation (filled histograms).

Two hidden layers that comprise 50 neurons each, 
with ReLu activation functions and a 10% dropout
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Novel shape calibration of the 
two-dimensional CvsL and CvsB

DeepCSV c-tagger discriminators

To use these discriminants in a neural network, the 2-dim 
shape in simulations needs to be calibrated to the data!

P(CvsL) =
P(c)

P(c) + P(udsg)
, P(CvsB) =

P(c)

P(c) + P(b) + P(bb)
.

<latexit sha1_base64="hugZXLu6Xve+QBUFyD6ERKJnAV0=">AAACdHicjVHLSgMxFM2Mr1pfVRcudBEtQosyzKigG6HUjQsXFawKnVIyaaYNZh4kd4plmC/w79z5GW5cm9YRa+vCG0JOzrk3j3O9WHAFtv1mmHPzC4tLheXiyura+kZpc+teRYmkrEkjEclHjygmeMiawEGwx1gyEniCPXhPVyP9YcCk4lF4B8OYtQPSC7nPKQFNdUovLrBnSBuVq4G6qWb4Eru+JDT9pmk1yyY2+Ag3KklX9TR9jN3p8XNWvZr95ygvXzytWZ1S2bbsceBZ4OSgjPJodEqvbjeiScBCoIIo1XLsGNopkcCpYFnRTRSLCX0iPdbSMCQBU+10bFqGDzXTxX4k9QwBj9nJipQESg0DT2cGBPpqWhuRf2mtBPyLdsrDOAEW0q+L/ERgiPCoA7jLJaMghhoQKrl+K6Z9op0C3aeiNsGZ/vIsuD+xnFPr5PasXKvndhTQLjpAFeSgc1RD16iBmoiid2PHwMa+8WHumWXz8CvVNPKabfQrTOsTKmy48w==</latexit>

The DeepCSV heavy-flavour tagging algorithm is a multi-class 
algorithm that predicts probabilities (P) for jets to originate from 
a b, c or light-flavour (udsg) quark (or gluon). 

This discrimination is based on properties such as track 
displacement, secondary vertex mass/flight distance, …

Properties from c jets are distributed midway between those of 
b or light-flavour jets → two c-tagging discriminants!

JINST 13 (2018) P05011

c-tagger calibration
Charm jet identification using the DeepCSV algorithm

https://128.84.21.199/abs/1712.07158
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Very good purity in different control regions!

Iterative fitting procedure per (2-dim.) bin, by iterating multiple 
times over the three control regions à 2-dim SF maps

i.e. SF(CvsL, CvsB, flavour)

γ/Z

g

q
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t
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g
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b
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g

s,d

c
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ν

c-tagger calibration
Three control regions for flavor enrichment

semi-leptonic t ̅tW+charm DY + jets

b-enriched (81% pure)c-enriched (93% pure)
(after OS-SS subtraction)

light-enriched (86% pure)
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…

CvsL add. jet 1

CvsL add. jet 2

CvsB add. jet 1

CvsB add. jet 2

Parton match NN

∆R(add. Jets)

…

P(t ̅tc%c)

P(t ̅tcL)

P(t ̅tb%b)

P(t ̅tbL)

P(t ̅tLF)

∆-. and ∆/. can be interpreted as topology-specific c-
tagger discriminants

Information on the flavour of the two additional jets 

Additional information on the event kinematics to 
most optimally distinguish different signal categories

�c
b =

P(ttcc)

P(ttcc) + P(ttbb)

�c
L =

P(ttcc)

P(ttcc) + P(ttLF)

one hidden layer that comprises 30 neurons with 
ReLu activation functions and a 10% dropout

Template fit using NN discriminator
Defining the neural network
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𝜇 represent the signal strength, related to the cross section: 𝜎 = ? x @*+

ℒ,-.×C

Results
Comparison between the prefit and the postfit distributions

Two-dimensional distributions are unrolled onto a one-dimensional histogram
4x4 binning results in 16 bins with varying flavor composition:

PostfitPrefit 

�c
L ⌦�c

b : [0, 0.45, 0.6, 0.9, 1.0]⌦ [0, 0.3, 0.45, 0.5, 1.0]
<latexit sha1_base64="AuEumGrUrQnnZ2OGWHkTCtc62ls=">AAACX3icbVHLSsQwFE3re3xVXYmb4CC4kNL61pWoCxcuFBwV2jqkmTtjMH2Q3IpD6U+6E9z4J2bGCo564YbDOedyk5M4l0Kj571Z9tj4xOTU9Exjdm5+YdFZWr7VWaE4tHgmM3UfMw1SpNBCgRLucwUsiSXcxU9nA/3uGZQWWXqD/RyihPVS0RWcoaHaznN4DhJZuwwRXrC8rKqHGvKqomGGIgE96olHPceUBt6W5+7umWPf9NGW73rR9ywN6EDd+XbsDdW20/Rcb1j0L/Br0CR1XbWd17CT8SKBFLlkWge+l2NUMoWCS6gaYaEhZ/yJ9SAwMGVmdVQO86nohmE6tJsp0ynSIftzomSJ1v0kNs6E4aP+rQ3I/7SgwO5hVIo0LxBS/rWoW0iKGR2ETTtCAUfZN4BxJcxdKX9kinE0X9IwIfi/n/wX3G67/o67fb3bPDmt45gma2SdbBKfHJATckGuSItw8m7Z1qw1Z33YU/aC7XxZbaueWSEjZa9+AuZ3sS8=</latexit>
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Some tension observed, but overall agreement within 1-2 standard deviations
àmeasured t ̅tb?b (t ̅tc?c and t ̅tLF) cross section higher (lower) than predicted.

Results
Inclusive cross sections in the fiducial phase space
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Rc is in very good agreement with theory 
prediction. 

Largest tension observed for Rb
−∆logL~3 → ~2.5𝜎

~2.5𝜎

Results
Ratios Rc and Rb in the fiducial phase space
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Table 3: Results on the parameters of interest in the fiducial and full phase space with uncer-
tainties. The last two columns display the theoretical predictions from the simulated top quark
pair samples using either POWHEG or MG5 AMC@NLO as a matrix element generator. The un-
certainty quoted for these predictions includes uncertainties from variations of the QCD scales
(µR and µF) in the ME, as uncertainties in the PS and in the proton pdf, uncertainties related
to the underlying event and the matching between the ME and the PS (hdamp), as well as the
uncertainty on the NNLO tt cross section.

Result Uncertainty POWHEG MG5 AMC@NLO

Fiducial phase space

sttcc [pb] 0.152 ± 0.022 (stat.) ± 0.019 (syst.) 0.187 ± 0.030 0.188 ± 0.026
sttbb [pb] 0.120 ± 0.009 (stat.) ± 0.012 (syst.) 0.097 ± 0.016 0.101 ± 0.014
sttLF [pb] 5.06 ± 0.11 (stat.) ± 0.41 (syst.) 5.95 ± 0.79 6.32 ± 0.79
Rc [%] 2.37 ± 0.32 (stat.) ± 0.25 (syst.) 2.53 ± 0.06 2.43 ± 0.06
Rb [%] 1.87 ± 0.14 (stat.) ± 0.16 (syst.) 1.31 ± 0.03 1.30 ± 0.03

Full phase space

sttcc [pb] 7.43 ± 1.07 (stat.) ± 0.95 (syst.) 9.15 ± 1.44 8.92 ± 1.26
sttbb [pb] 4.12 ± 0.32 (stat.) ± 0.42 (syst.) 3.35 ± 0.54 3.39 ± 0.49
sttLF [pb] 217.0 ± 4.6 (stat.) ± 18.1 (syst.) 255.1 ± 32.0 260.6 ± 32.8
Rc [%] 2.64 ± 0.36 (stat.) ± 0.28 (syst.) 2.82 ± 0.07 2.72 ± 0.05
Rb [%] 1.47 ± 0.11 (stat.) ± 0.13 (syst.) 1.03 ± 0.03 1.03 ± 0.02

12 Conclusion

The production of a top quark pair in association with additional bottom or charm jets at the
LHC presents challenges both in the theoretical modelling as well as in the experimental mea-
surement of this process. Whereas the ttbb process has been measured by the CMS and ATLAS
collaborations at different center-of-mass energies, this analysis presents the first measurement
of the ttcc cross section. The measurement is conducted using proton-proton collisions at a
center-of-mass energy of 13 TeV using 41.5 fb�1 of integrated luminosity collected with the
CMS experiment. This measurement is performed in the dileptonic decay channel of the top
quark pairs and relies on the use of recently developed charm-jet identification algorithms.
A template fitting method is used, based on the outputs of a neural network classifier that is
trained to identify the different signal categories defined by the flavour of the additional jets.
This allows the simultaneous extraction of the ttcc, ttbb and ttLF cross sections, as well as the
ratios Rc = sttcc/sttjj and Rb = sttbb/sttjj. A novel calibration of the full shape of the c-tagging
discriminator distributions is employed, such that this information can be reliably used in the
neural network classifier.

The ttcc cross section is measured to be 0.152 ± 0.022 (stat.) ± 0.019 (syst.) pb in the fiducial
phase space and 7.43 ± 1.07 (stat.) ± 0.95 (syst.) pb in the full phase space. The ratio Rc is found
to be 2.37 ± 0.32 (stat.) ± 0.25 (syst.) % in the fiducial phase space and 2.64 ± 0.36 (stat.) ±
0.29 (syst.) % in the full phase space. An overall agreement is observed between the measured
values and the theoretical predictions at the level of one to two standard deviations for the ttcc,
ttbb and ttLF processes. The largest disagreement is observed for the ratio Rb, at the level of
2.5 standard deviations, which nevertheless is found to be consistent with observations from
previous analyses [4–10] targeting specifically this final state.
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http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-18-002/index.html
http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-18-011/index.html
http://cms-results.web.cern.ch/cms-results/public-results/publications/TOP-16-010/index.html

