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https://monit-grafana.cern.ch/d/Zx_bXneWz
/fts-log-clustering?orgId=11

custerlogs module original version by Maria 
Grigorieva:
https://github.com/maria-grigorieva/Cluster
Log/tree/development/clusterlogs 
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https://github.com/maria-grigorieva/ClusterLog/tree/development/clusterlogs
https://github.com/maria-grigorieva/ClusterLog/tree/development/clusterlogs


6



(OI)

●

→ NLP algorithms development 

●

→ k8s deployement

        k8s deployement:
●

●

7



My first observation: Nickodemas’s code uses similarity to make the clusters
My first task: use ML algorithms to cluster.
Questions I’d like to answer:

How different is the clustering obtained by unsupervised learning? Is it “better”?
How can we evaluate the clustering quality?

 comparing the clusters obtained with differents models/techniques will be (or not) 
a validation of the current implementation. 
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individuation categorization
● VECTORIZATION
● CLUSTERING

● DATA PREPARATION: 

● TOKENIZATION
9



● NO ML

● WORD EMBEDDING (ML):

10

word2vec: algorithm to perform the mapping word->vector (by Tomas            
Mikolov and others, Google) 

sent2vec: sentence representation computed as mathematical average 
of the word vector representations of all the words in each sentence



That is the question
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An example of clusters comparison ( ~12 clusters). The clustered day is 15th October 2020.

In link https://cernbox.cern.ch/index.php/s/qB28ySSdiF96GoQ you will find clusters obtained with:

A. NO ML (number of clusters = 460)

B. ML after training from 1 January 2020 to 28 September 2020 (number of clusters = 279)

C. ML after training over a single day (number of clusters = 233)

Questions and observations:
a) Do ML clusters converge to NO-ML ones?

b) Even if same cluster size (between A. and B. ) ML patterns look more complete (not broken off)

c) ...your questions and observations...

11202

['Error reported from 
srm_ifce : 2 
[SE][Ls][SRM_INVALID_
PATH] No'] 11202

['Error reported from srm_ifce : 2 
[SE][Ls][SRM_INVALID_PATH] No 
such file or directory', 'Error reported 
from srm_ifce : 2 
[SE][Ls][SRM_INVALID_PATH] No ']

ML

NO ML

https://cernbox.cern.ch/index.php/s/qB28ySSdiF96GoQ


12

equal groups=groups of cleaned 

messages with same pattern

Observations:

1) less clusters by ML

2) number of ML clusters fluctuates more 

Problems while running on February → missing
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The variety of error patterns 

follows a different trend to 

the growth of the number 

of total messages (slope):

a) faster

b) equal

c) slower

number of total messages (left axis) and equal groups (right axis) over 
time 
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A “super” trained model 

periodically updated?

A faster model but 

uncomplete?  

Let’s start from studying 

the required time for:

-reading

-cleaning

-tokenizing



●
●
●
●
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min_count=1 : threshold value for words. Only word 
with frequency greater than min_count are included 
into the model.
size=300 : number of dimensions in which we wish to 
represent our word. Size of the word vector.
workers=4 : used for parallelization

If you are interested in visualizing word2vec mechanism, here a very nice demo

https://ronxin.github.io/wevi/
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