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Nsight Product Family

Workflow

Nsight Systems- Analyze application algorithms system -wide
https://www.olcf.ornl.gov/calendar/nvidia -profiling -tools-nsight-systems/ ® Start here

Nsight Compute - Analyze CUDA kernels Systems

Nsight Graphics- Debug/analyze graphics workloads

Compute Graphics
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Nsight Compute

) Connect
D old_2_fusion_on_softmax.nsight-cuprof-report * X
Page: Detais ~ Procegs: Al *  Launch: 0 - 64291 - softmax_compute_kernel N Add Baseline ~ Apply Rules Copy as Image ~

Current 64291 - softmax_compute_kernel (1966... Time: 15.65usecond Cycles: 16,235 Regs: 28 GPU: Tesla V100-SXM2-16G8 SM Frequency: 1.04 cyde/nsecond CC: 7.0 Process: [944] python3.5 @ © O

¥ GPU Speed Of Light A\ SOL Chart v O

Highevel overview of the utiization for compute and memory resources of the GPU. For each unit, the Speed Of Li
s 65

Memory [%]

50.0
Speed Of Light [%]

Recommendations

A Bottleneck [Warning] This kernel exhibits low compute throughput and memory bandwidth utiization relative to the peak performance of this device. Achieved compute throughput and/or memory bandwidth below
60.0% of peak typically indicate latency issues. Look at *Scheduler Statistics’ and *Warp State Statistics" for potential reasons.

» Compute Workload Analysis * = == - - - - - e =
e or Iy GPU cholesCallp loat*, oat*, oat*, float*, float*), 2819-Aug-12 14:44:58, Conte!

Detailed analysis of the compute resources of the streamif} s i

performance.

CUDA Kernel profiler

Targeted metric sections for
various performance aspects

Customizable data collection
and presentation (tables,
charts, ¢é)

Ul and Command Line

Python-based rules for guided
analysis (or post-processing)

Support for remote profiling
across machines and platforms
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Nsight Compute

~ Memory Workload Analysis Al

Detailed analysis of the memory resources of the GPU. Memory can become a limiting factor for the overal kernel performance when fully utiizing the involved hardware units (Mem Busy), exhausting the available communication
banduwidth between those units (Max Bandwidth), or by reaching the maximum throughput of issuing memory instructions (Mem Pipes Busy). Detailed chart of the memary units. Detailed tables with data for each memory unit.

y Throughput [Gbyte/second]
Hit Rate [%]
Hit Rate [%]

24.58 K Inst

43.01K Inst

0.00 Inst

318.88 | Mem Busy [X]
46,75 | Max Bandwigth [%]

94.83 | Mem Pipes

Memory Chart

18.43KReq

6.14KReg

12.29KReq

36.86 KReq
Unified Cache

46.75 %
0.00Req

0.00 Inst

110.59 K Inst.

Instructions
Shared Load 61,440
Shared Store 45,152
Shared Atomic 0

0.00 Req

0.00 Req

65.29 K Req
Shared Memory
49.15K Req

Shared Memory

Requests %, Peak
65,289 6.39
49152 496

Bank Conflicts

Busy [%]

384.38KB

3.56 MB

Total 110,592

Instructions
Global Load Cached 18,432
Global Load Uncached =
| nral 1 nad Farkad 17 700

114,441 11.55

3,698

First-Level (Unified) Cache

5M->TEX Requests % Peak Hit Rate
18,432 66.65

17 700 1nn

TEX->12 Requests

L2 Cache

94.03 %

% Peak

L2->TEX Returns

12,300

System Memary
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Detailed memory workload
analysis chart and tables




Nsight Compute

Current 64291 - softmax_compute_kernel (195 Time: 15.65usecond Cycles: 15,235 Regs: 28 GPU: Tesls V100-5XM2-16GB  SM Frequency: 1.04 cydefnsecond  CC: 7.0 Process: [944] python3.5 B
Baseline 2 64456 - softmax_compute_kernel (196... Time: 15,78 usecond Cycles: 15,760 Regs: 28 GPU: Tesla V100-5¥M2-16GE SM Frequency: 997.26 cydejusecond CC: 7.0 Process: [944] python3.5 . .
e s Comparison of results directly

Memory [%] 43, -2.93%) | Elapsed Cycles [cycle] 16,235

TEX [%] 55. E.asx: Active Cycles [cycle] 12,110.38 Within the tool With

L2 [%] 13. .e2x) Frequency [cycle/nsecond] 1.84

—— 3. .93%) | Memory Frequency [cycle/usecond] 781,34 ¢ (‘) B ase | 1 nes é

GPU Utilization

Supported across kernels,
reports, and GPU architectures

Memory [%]

0.0 50.0
Speed Of Light [%%]

Recommendations

A Botileneck [Warning] This kernel exhibits low compute throughput and memory bandwidth utilization relative to the peak performance of this device. Achieved compute throughput and/or memory bandwidth below
60.0% of peak typically indicate latency issues. Look at *Scheduler Statistics™ and *Warp State Statistics for potential reasons.

» Compute Workload Analysis
Detailed analysis of the compute resources of the streaming multiprocessors (SM), induding the achieved instructions per dock (IPC) and the utilization of each available pipeline. Pipelines with very high utilization might limit the overall
performance.
Executed Tpc Elapsed [inst/cycle] 1.83  (-2.91%) | sM Busy [%] 61.33  (+2.26%)
Executed Tpc Active [inst/cycle] 2.48  (+2.29%) | Issue slots Busy [%] 61.39  (+2.26%)
Issued Tpc Active [inst/cycle] 2.46 .26%) | - =
* Memory Workload Analysis Al
Detailed analysis of the memory resources of the GPL. Memory can become a limiting factor for the overall kernel performance when fully utiizing the involved hardware units (Mem Busy), exhausting the avalable communication
bandwidth between those units (Max Bandwidth), or by reaching the maximum throughput of issuing memary instructions (Mem Pipes Busy). Detailed chart of the memory units. Detailed tables with data for each memory unit.

ory Throughput [Ghyte/second] 312.89  (+8.65%) | Mem Busy [%]

it Rate [%] 25.89  (#8.31%) | Max Bandwidth [%]

Hit Rate [%] 54.87  (+8.83%) |Mem Pipes Busy [%]

Memory Chart

18.43KReg

24.58 KInst (+0.00%)

(+0.00%)

6.14KReq
(+0.00%)




Source: pme_spread.cu

Mavigation: Sampling Data (All} ~|&|[T8] |18 &

Source Live Registers

Y

(atomIndexoffset >= kernelParams.atoms.nAtoms)

ataPrefetch)

__shared__ sm_coefficients[atomsPergloch

Nsight Compute

Source: pme_spline_and_spread_kernel

Navigation:

Sampling Data (All)

® @ ® & & O & o

pme_gpu_stage_atom_data<float, atomsPerBleck,

(93]

atomCharge = sm_coefficients[atomIndexLocal];

atomCharge = kernelParams.atoms.d_coefficients

(computesplines)

{c_useatombatarrefetch)

0.1
0.17% Mo Instructions (1)
0.1 ected (1)
0.35% Dispatch Stall (2)

& Wait (10)

& Long Scoreboard (11)

% Ime Miss (12)
% Mot Selected (12)

Sampling Data (All)

Address
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_
ECEPE
eeRe200_
eeRe200_
eeRe200_
eeRe200_
oeao2Re_
eeRe200_
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_
eeRe200_
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_
oeao2Re_

BE &

Source Live Registers Sampling Data (All)

S2R
S2R
S2R

1lexa],

1[exe],
ISETP.GT.AND P8, PT, Rl@, @xf, PT
1ADD3 RE, RE, R1E,
MOV R7,
IMAD.WIDE

«E.5YS

ISETP.!
SHF.L.U32

LE/

BS5Y B8,
LOP3.LUT
SHF.R.532.
SHF.L.U32

Source/PTX/SASS
analysis and
correlation

Source metrics per
instruction and
aggregated (e.g. PC
sampling data)

Metric heatmap




An example:

GROMACS 2020
pme spread/gather kernels
Old Version



Memory units more utilized than SM (Compute), but overall utilization is low
Nsight Compute hints that this is a latency issue, recommends further sections to check
We will still go through other sections for training purposes

= GPU Speed Of Light A SOL Chart
SOL SM [%] 20,33 | Duration [usecond]

SOL Memory [%] 49,04 | Elapsed Cycles [cycle]

SOL TEX [%] 39,73 | SM Active Cycles [cycle]

SOL L2 [%] 49,04 | SM Frequency [cycle/nsecond]

SOL FB [%] 17,55 |Memory Fregquency [cycle/usecond]

GPU Utilization

SM [%]

Memory [%] |

| | i i |

0,0 10,0 20,0 30.0 -iDI,O 50,0 . . 90, 100.0
Speed Of Light [6]

Recommendations

[Warning] This kernel exhibits low compute throughput and memery bandwidth utilization relative to the peak performance of this device. Achieved compute throughput andfor

A Bottleneck memory bandwidth below 60.0% of peak typically indicate latency issues. Look at “Scheduler Statistics’ and *Warp State Statistics” for potential reasons.
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spline_and_spread: Old Version

Memory chart shows that stores are much more common in this kernel,
transferring ~10x as much data as reads

Since bandwidth I s not satur at ed,
Memory Chart

321.00 K Inst 9.00 K Req

312.00 K Req

0.00 Inst HEDREE

System Memory

0.00 Re
q 750.00 KB L2 Cache

9.80 MB * 9699 %

48.00 K Inst 96.00 K Req
Texture

0.00 Inst HEDREY

Device Memory

Surface

0.00 Req

513.00 K Inst 353.36 K Req

177.02 KReq
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spline_and_spread: Old Version

We have many active warps available, but most of them are not eligible
(and hence not issued) on average
The next section (Warp State Statistics) can indicate which stall reasons cause this

« Scheduler Statistics A

Active Warps Per Scheduler [warp] 13,81 | Instructions Per Active Issue Slot [inst/cycle]
Eligible Warps Per Scheduler [warp] 8,86 | No Eligible [%]

Issued Warp Per Scheduler 8,22 | One or More Eligible [%]

Warps Per Scheduler

Theoretical Warps Per Scheduler

Active Warps Per Scheduler

Eligible Warps Per Scheduler I

Issued Warp Per Scheduler ]

0,0 ] 8.0
Recommendations

[Warning] Every scheduler is capable of issuing one instruction per cycle, but for this kernel each scheduler only issues an instruction every 4.6 cycles. This might
leave hardware resources underutilized and may lead to less optimal performance. Out of the maximum of 16 warps per scheduler, this kernel allocates an average of

A Issue Slot Utilization 13.81 active warps per scheduler, but only an average of 0.86 warps were eligible per cycle. Eligible warps are the subset of active warps that are ready to issue their
next instruction. Every cycle with no eligible warp results in no instruction being issued and the issue slot remains unused. To increase the number of eligible warps
either increase the number of active warps or reduce the time the active warps are stalled.




spline_and_spread: Old Version

Most important stall reason (by far) is LG (local/global) Throttle
This indicates extremely frequent memory instructions, according to the guided analysis rule

Warp State (All Cycles)
[

Stall LG Throttle

Stall Barrier

Stall MIO Throttle

Stall Long Scoreboard

Stall Not Selected

stall Drain

Stall Short Scoreboard

Selected

Warp States

Stall Math Pipe Throttle

I
stall wait [0

]

=

]

=

20,0
Cycles per Instruction

Recommendations

[warning] On average each warp of this kernel spends 32.3 cycles being stalled waiting for the local/global instruction queue to be not full. This represents about

A CPI Stall 'LG Throttle’ 50.9% of the total average of 63.4 cycles between issuing two instructions. Typically this stall occurs only when executing local or global memery instructions
extremely frequently. If applicable, consider combining multiple lower-width memory operations into fewer wider memory operations and try interleaving memory
operations and math instructions

12 ANVIDIA.




spline_and_spread: Old Version

Disabling global memory writes to store temporary data (for the gather kernel)
could reduce this latency issue
This implies that the gather kernel has to re -compute this data

pme_calculate_splines.cuh v B8 stall_lg

# Source Sampling Data (All)  stall_lg
197 sm_fractCoords[sharedMemoryIndex] = t - tInt; 0
198 tableIndex += tInt; 0
199 (tInt >= 6);

200 (tInt < c_pmeNeighborUnitcellCount * n);

202

204 sm_fractCoords [sharedMemoryIndex] +=

205 (kernelParams.(

206 kernelParams. {

207 sm_gridlineIndices[sharedMemoryIndex] =

208 (kernelParams.(

209 REThewWaTams ¢
(writeGlobal)

000000000000

211
212 gm_gridlineIndices[atomIndex0ffset * DIM + s 224

idl redM / e
sm_gridlineIndices [ sharedMemoryInde> Total Sample Count

. oTreT o
Mio Throttle: 43 (15.2%)
Not Selected: 12 ( 4.3%)
Selected: 1 ( 0.4%)
chargeCheck = @

(chargeCheck) 13 <A NVIDIA.




gather: Old Version

More balanced compute/memory utilization, but also likely latency bound

GPU Utilization

SM [%:]

Memory [%]

|
0.0 , , \ 40,0 50,0
Speed Of Light [%]

Recommendations

[Warning] This kernel exhibits low compute throughput and memory bandwidth utilization relative to the peak performance of this device. Achieved compute throughput andfor

T memory bandwidth below 60.0% of peak typically indicate latency issues. Look at *Scheduler Statistics™ and “Warp State Statistics™ for potential reasons.
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gather: Old Version

Reads temporary spline_and_spread kernel data from global memory
Therefore, much more load operations and data transfered in that direction

Memory Chart

150.00 K Inst 144.00 K Req

Global

6.00 K Reqg

0.00 Inst 0.00 Req

System Memory

L2 Cache

0.00 Req 16.98 MB

562.50 KB T 69.07 %
0.00 Inst 0.00 Req
Texture

Device Memary

0.00 Inst 0.00 Req

Surface

0.00 Req

468.00 K Inst 396.95 K Req

90.60 K Req
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gather: Old Version

Long Scoreboard stalls cause most wasted cycles
These indicate waiting on local or global memory

Warp States

Warp State (All Cycles)

Stall Long Scoreboard l:

Stall Barrier

Stall Not Selected

Stall Wait

Selected

Stall Short Scoreboard

Stall Math Pipe Throttle

Stall No Instruction

Stall MIO Throttle

Stall Dispatch Stall

Stall IMC Miss

Current
Stall Long Scoreboard 8,18
Stall Barrier 2,62
Stall Not Selected 2.46

Stall Wait 2,04
Selected 1.00
Stall Short Scoreboard 0,99
Stall Math Pipe Throttle 0.88

Stall No Instruction 0.82
Stall MIO Throttle 0,79
Stall Dispatch Stall 0,31
Stall IMC Miss 0.20

Stall Drain 0,04
Stall Misc 0,04
Stall LG Throttle 0,01
Stall Tex Throttle 0,00

Stall Membar 0,00
Stall Sleeping 0,00
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GROMACS 2020
pme spread/gather
New Version



Code Changes

https://redmine.gromacs.org/projects/gromacs/repository/revisions/22118220401cee6f51d49c0a034e9fe5b4ba4260/diff?utf8=%E2
%9C%93&type=sbs

Two new template arguments added to spread/gather kernels
Optimal kernel selected based on input data size
Disabled temp data storage in global memory for this analysis

pme_spline_and_spread_kernel pme_gather_kernel

writeSplinesToGlobal readGlobal

control if we should write spline data to control if we should read spline values
global memory from global memory
useOrderThreadsPerAtont useOrderThreadsPerAtont

control if we should use order or control if we should use order threads per
order*order threads per atom atom (order*order used if false)

* not activated
18 <A NVIDIA.


https://redmine.gromacs.org/projects/gromacs/repository/revisions/22118220401cee6f51d49c0a034e9fe5b4ba4260/diff?utf8=%E2%9C%93&type=sbs

Overall performance improvement is ~15% (fewer cycles)
Highest contributor appears to be the 54% reduced GPU DRAM throughput (SOL FB)

[ Current 62... Time: 56,38 usecond Cycles: 69.516 Regs: 20 GPU: Tesla V100-5XM2-16GB SM Frequency: 1,23 cycle/nsecond €C: 7.0 Process: [133280] gmx mpl & &
unoptimized 62... Time: 66,24 usecond Cycles: 83.249 Regs: 28 GPU: Tesla V100-SXM2-16GB SM Frequency: 1,26 cycle/nsecond €C: 7.0 Process: [17712] gmx_mpi

= GPU Speed Of Light A Al™

High-level overview of the utilization for compute and memory resources of the GPU. For each unit, the Speed Of Light (SOL) reports the achieved percentage of utilizffion w
theoretical maximum.

SOL SM [%] 21,65 (+6,51%) | Duration [usecond] (-14,88%)
SOL Memory [%] 44,82  (-8,59%) [ Elapsed Cycles [cycle] (-16,50%)
SOL TEX [%] 37,02 (-6,82%) [SM Active Cycles [cyclel (-17,18
SOL L2 [%] 44,82  (-8,59%) | SM Frequency [cycle/nsecond] (=il
SOL FB [%] 7,99 (-54,46%) | Memory Frequency [cycle/usecond] (-1,

GPU Utilization

[=1]
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=]

B L =] o
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[
Lo
" WD

]

]

Ln
I

SM [%]

Memory [%]

50,0
Speed Of Light [36]
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gather: New Version

Performance decreased slightly compared with Ounopt
The other individual sections would allow us to identify what has changed in detail
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