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Nsight Product Family

Workflow

Nsight Systems - Analyze application algorithms system-wide
https: //www.olcf.ornl.gov/calendar/nvidia-profiling-tools-nsight-systems/ ®) Start here

Nsight Compute - Analyze CUDA kernels Systems

Nsight Graphics - Debug/analyze graphics workloads

Compute Graphics
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Highevel overview of the utiization for compute and memory resources of the GPU. For each unit, the Speed Of Li

~ Launch: 0-64291-softmax_compute_kernel ~ ~ |AddBaseline ~ | Apply Rules

Time: 15.65usecond Cycles: 16,235 Regs: 28 GPU: Tesla V100-5XM2-16GB SM Frequency: 1,04 cyde/nsecond CC: 7.0 Process: [944] python3.s @ © O

Nsight Compute

Copy as Image ~

SOL Chart v O
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Memory [%]

50.0
Speed Of Light [%]

Recommendations

A Bottleneck

varning] This kernel exhibits low compute throughput and memory bandwidth utiization relative to the peak performance of this device. Achieved compute throughput and/or memory bandwidth below
60.0% of peak typically indicate latency issues. Look at *Scheduler Statistics’ and *Warp State Statistics" for potential reasons.

» Compute Workload Analysis

Detailed analysis of the compute resources of the streamid
performance.

© GPU cholesCallp loat*, float*, float*, float*, float*), 2819-Aug-12 14:44:58, Conte

S

CUDA Kernel profiler

Targeted metric sections for
various performance aspects

Customizable data collection
and presentation (tables,
charts, ...)

Ul and Command Line

Python-based rules for guided
analysis (or post-processing)

Support for remote profiling
across machines and platforms
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Nsight Compute

~ Memory Workload Analysis Al

Detailed analysis of the memory resources of the GPU. Memory can become a limiting factor for the overal kernel performance when fully utiizing the involved hardware units (Mem Busy), exhausting the available communication
banduwidth between those units (Max Bandwidth), or by reaching the maximum throughput of issuing memory instructions (Mem Pipes Busy). Detailed chart of the memary units. Detailed tables with data for each memory unit.

memory Throughput [Gbyte/second]
L1 Hit Rate [%]
L2 Hit Rate [%]

24.58 K Inst

43.01K Inst

0.00 Inst

318.88 | Mem Busy [X]
46,75 | Max Bandwigth [%]

94.83 | Mem Pipes

Memory Chart
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6.14KReg
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36.86 KReq
Unified Cache
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0.00Req
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Instructions
Shared Load 61,440
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Shared Memory

Requests %, Peak
65,289 6.39
49152 496

Bank Conflicts

Busy [%]
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analysis chart and tables




Nsight Compute

Current 64291 - softmax_compute_kernel (195 Time: 15.65usecond Cycles: 15,235 Regs: 28 GPU: Tesls V100-5XM2-16GB  SM Frequency: 1.04 cydefnsecond  CC: 7.0 Process: [944] python3.5 B
Baseline 2 64456 - softmax_compute_kernel (196... Time: 15,78 usecond Cycles: 15,760 Regs: 28 GPU: Tesla V100-5¥M2-16GE SM Frequency: 997.26 cydejusecond CC: 7.0 Process: [944] python3.5 . .
== Comparison of results directly

Memory [%] 43, -2.93%) | Elapsed Cycles [cycle] 16,235

TEX [%] 55. E.asx: Active Cycles [cycle] 12,110.38 W'ith'in the tool With

L2 [%] 13. .e2x) Frequency [cycle/nsecond] 1.84

r8 [%) 43, .93%) [ Memory Frequency [cycle/usecond] 781.94 - € Baselines”

GPU Utilization

Supported across kernels,
reports, and GPU architectures

Memory [%]

0.0 50.0
Speed Of Light [%%]

Recommendations

A Botileneck [Warning] This kernel exhibits low compute throughput and memory bandwidth utilization relative to the peak performance of this device. Achieved compute throughput and/or memory bandwidth below
60.0% of peak typically indicate latency issues. Look at *Scheduler Statistics™ and *Warp State Statistics for potential reasons.

» Compute Workload Analysis
Detailed analysis of the compute resources of the streaming multiprocessors (SM), induding the achieved instructions per dock (IPC) and the utilization of each available pipeline. Pipelines with very high utilization might limit the overall
performance.
Executed Tpc Elapsed [inst/cycle] 1.83  (-2.91%) | sM Busy [%] 61.33  (+2.26%)
Executed Tpc Active [inst/cycle] 2.48  (+2.29%) | Issue slots Busy [%] 61.39  (+2.26%)
Issued Tpc Active [inst/cycle] 2.46 .26%) | - =
* Memory Workload Analysis Al
Detailed analysis of the memory resources of the GPL. Memory can become a limiting factor for the overall kernel performance when fully utiizing the involved hardware units (Mem Busy), exhausting the avalable communication
bandwidth between those units (Max Bandwidth), or by reaching the maximum throughput of issuing memary instructions (Mem Pipes Busy). Detailed chart of the memory units. Detailed tables with data for each memory unit.

ory Throughput [Ghyte/second] 312.89  (+8.65%) | Mem Busy [%]

it Rate [%] 25.89  (#8.31%) | Max Bandwidth [%]

Hit Rate [%] 54.87  (+8.83%) |Mem Pipes Busy [%]

Memory Chart

18.43KReg

24.58 KInst (+0.00%)

(+0.00%)

6.14KReq
(+0.00%)




Source: pme_spread.cu
Mavigation: Sampling Data (Al o~ g

Source
Y

(atomIndexoffset >= kernelParams.atoms.nAtoms)

ataPrefetch)

__shared__ sm_coefficients[atomsPergloch

pme_gpu_stage_atom_data<float, atomsPerBleck,

(93]

atomCharge = sm_coefficients[atomIndexLocal];

atomCharge = kernelParams.atoms.d_coefficients

(computesplines)

{c_useatombatarrefetch)

Nsight Compute

Source: pme_spline_and_spread_kernel

Navigation:

Sampling Data (All)
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correlation

Source metrics pe
instruction and
aggregated (e.g. PC
sampling data)

Metric heatmap




An example:

GROMACS 2020
pme spread/gather kernels
Old Version



Memory units more utilized than SM (Compute), but overall utilization is low
Nsight Compute hints that this is a latency issue, recommends further sections to check
We will still go through other sections for training purposes

= GPU Speed Of Light A SOL Chart O

SOL SM [%] 20,33 | Duration [usecond] 66,24
SOL Memory [%] 49,04 | Elapsed Cycles [cycle] 83.249

]
SOL TEX [%] 39,73 | SM Active Cycles [cycle] ' G gy 45
SOL L2 [%] 49,04 | SM Frequency [cycle/nsecond] 6
SOL FB [%] 17,55 |Memory Fregquency [cycle/usecond] \ApO6

GPU Utilization

SM [%]

Memory [%] |

| | i i |

0,0 10,0 20,0 30.0 -iDI,O 50,0 . . 90, 100.0
Speed Of Light [6]

Recommendations

A Bottleneck [Warning] This kernel exhibits low compute throughput and memery bandwidth utilization relative to the peak performance of this device. Achieved compute throughput andfor
memory bandwidth below 60.0% of peak typically indicate latency issues. Look at “Scheduler Statistics’ and *Warp State Statistics” for potential reasons.
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spline_and_spread: Old Version

Memory chart shows that stores are much more common in this kernel,
transferring ~10x as much data as reads

Since bandwidth is not saturated, it’s likely frequent operations
Memory Chart

321.00 K Inst 9.00 K Req

312.00 K Req

0.00 Inst HEDREE

System Memory

0.00 Re
q 750.00 KB L2 Cache

9.80 MB * 9699 %

48.00 K Inst 96.00 K Req
Texture

0.00 Inst HEDREY

Device Memory

Surface

0.00 Req

513.00 K Inst 353.36 K Req

177.02 KReq
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spline_and_spread: Old Version

We have many active warps available, but most of them are not eligible
(and hence not issued) on average
The next section (Warp State Statistics) can indicate which stall reasons cause this

« Scheduler Statistics A

Active Warps Per Scheduler [warp] 13,81 | Instructions Per Active Issue Slot [inst/cycle]
Eligible Warps Per Scheduler [warp] 8,86 | No Eligible [%]

Issued Warp Per Scheduler 8,22 | One or More Eligible [%]

Warps Per Scheduler

Theoretical Warps Per Scheduler

Active Warps Per Scheduler

Eligible Warps Per Scheduler I

Issued Warp Per Scheduler ]

0,0 ] 8.0
Recommendations

[Warning] Every scheduler is capable of issuing one instruction per cycle, but for this kernel each scheduler only issues an instruction every 4.6 cycles. This might
leave hardware resources underutilized and may lead to less optimal performance. Out of the maximum of 16 warps per scheduler, this kernel allocates an average of

A Issue Slot Utilization 13.81 active warps per scheduler, but only an average of 0.86 warps were eligible per cycle. Eligible warps are the subset of active warps that are ready to issue their
next instruction. Every cycle with no eligible warp results in no instruction being issued and the issue slot remains unused. To increase the number of eligible warps
either increase the number of active warps or reduce the time the active warps are stalled.




spline_and_spread: Old Version

Most important stall reason (by far) is LG (local/global) Throttle
This indicates extremely frequent memory instructions, according to the guided analysis rule

Warp State (All Cycles)
[

Stall LG Throttle

Stall Barrier

Stall MIO Throttle

Stall Long Scoreboard

Stall Not Selected

stall Drain

Stall Short Scoreboard

Selected

Warp States

Stall Math Pipe Throttle

I
stall wait [0

]

=

]

=

20,0
Cycles per Instruction

Recommendations

[warning] On average each warp of this kernel spends 32.3 cycles being stalled waiting for the local/global instruction queue to be not full. This represents about

A CPI Stall 'LG Throttle’ 50.9% of the total average of 63.4 cycles between issuing two instructions. Typically this stall occurs only when executing local or global memery instructions
extremely frequently. If applicable, consider combining multiple lower-width memory operations into fewer wider memory operations and try interleaving memory
operations and math instructions

12 ANVIDIA.




spline_and_spread: Old Version

Disabling global memory writes to store temporary data (for the gather kernel)
could reduce this latency issue
This implies that the gather kernel has to re-compute this data

pme_calculate_splines.cuh v B8 stall_lg

# Source Sampling Data (All)  stall_lg
197 sm_fractCoords[sharedMemoryIndex] = t - tInt; 0
198 tableIndex += tInt; 0
199 (tInt >= 6);

200 (tInt < c_pmeNeighborUnitcellCount * n);

202

204 sm_fractCoords [sharedMemoryIndex] +=

205 (kernelParams.(

206 kernelParams. {

207 sm_gridlineIndices[sharedMemoryIndex] =

208 (kernelParams.(

209 REThewWaTams ¢
(writeGlobal)

000000000000

211
212 gm_gridlineIndices[atomIndex0ffset * DIM + s 224

idl redM / e
sm_gridlineIndices [ sharedMemoryInde> Total Sample Count

. oTreT o
Mio Throttle: 43 (15.2%)
Not Selected: 12 ( 4.3%)
Selected: 1 ( 0.4%)
chargeCheck = @

(chargeCheck) 13 <A NVIDIA.




gather: Old Version

More balanced compute/memory utilization, but also likely latency bound

GPU Utilization

SM [%:]

Memory [%]

|
0.0 , , \ 40,0 50,0
Speed Of Light [%]

Recommendations

[Warning] This kernel exhibits low compute throughput and memory bandwidth utilization relative to the peak performance of this device. Achieved compute throughput andfor

G TR memory bandwidth below 60.0% of peak typically indicate latency issues. Look at *Scheduler Statistics™ and “Warp State Statistics™ for potential reasons.
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gather: Old Version

Reads temporary spline_and_spread kernel data from global memory
Therefore, much more load operations and data transfered in that direction

Memory Chart

150.00 K Inst 144.00 K Req

Global

6.00 K Reqg

0.00 Inst 0.00 Req

System Memory

0.00 R "
- - 16.96 M8 L2 Cache

562.50 KB T 69.07 %
0.00 Inst 0.00 Req
Texture

0.00 Req

Device Memary

0.00 Inst

Surface

0.00 Req

468.00 K Inst 396.95 K Req

90.60 K Req
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gather: Old Version

Long Scoreboard stalls cause most wasted cycles
These indicate waiting on local or global memory

Warp States

Warp State (All Cycles)

Stall Long Scoreboard l:

Stall Barrier

Stall Not Selected

Stall Wait

Selected

Stall Short Scoreboard

Stall Math Pipe Throttle

Stall No Instruction

Stall MIO Throttle

Stall Dispatch Stall

Stall IMC Miss

Current
Stall Long Scoreboard 8,18
Stall Barrier 2,62
Stall Not Selected 2.46

Stall Wait 2,04
Selected 1.00
Stall Short Scoreboard 0,99
Stall Math Pipe Throttle 0.88

Stall No Instruction 0.82
Stall MIO Throttle 0,79
Stall Dispatch Stall 0,31
Stall IMC Miss 0.20

Stall Drain 0,04
Stall Misc 0,04
Stall LG Throttle 0,01
Stall Tex Throttle 0,00

Stall Membar 0,00
Stall Sleeping 0,00

16
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GROMACS 2020
pme spread/gather
New Version



Code Changes

https://redmine.gromacs.org/projects/gromacs/repository/revisions/22118220401cee6f51d49c0a034e9fe5b4ba4260/diff?utf8=%E2
%9C%93&type=sbs

Two new template arguments added to spread/gather kernels
Optimal kernel selected based on input data size
Disabled temp data storage in global memory for this analysis

pme_spline_and_spread_kernel pme_gather_kernel

writeSplinesToGlobal readGlobal

control if we should write spline data to control if we should read spline values
global memory from global memory
useOrderThreadsPerAtom* useOrderThreadsPerAtom*

control if we should use order or control if we should use order threads per
order*order threads per atom atom (order*order used if false)

* not activated
18 <A NVIDIA.


https://redmine.gromacs.org/projects/gromacs/repository/revisions/22118220401cee6f51d49c0a034e9fe5b4ba4260/diff?utf8=%E2%9C%93&type=sbs

Overall performance improvement is ~15% (fewer cycles)
Highest contributor appears to be the 54% reduced GPU DRAM throughput (SOL FB)

[ Current 62... Time: 56,38 usecond Cycles: 69.516 Regs: 20 GPU: Tesla V100-5XM2-16GB SM Frequency: 1,23 cycle/nsecond €C: 7.0 Process: [133280] gmx mpl & &
unoptimized 62... Time: 66,24 usecond Cycles: 83.249 Regs: 28 GPU: Tesla V100-SXM2-16GB SM Frequency: 1,26 cycle/nsecond €C: 7.0 Process: [17712] gmx_mpi

= GPU Speed Of Light A Al™

High-level overview of the utilization for compute and memory resources of the GPU. For each unit, the Speed Of Light (SOL) reports the achieved percentage of utilizffion w
theoretical maximum.

SOL SM [%] 21,65 (+6,51%) | Duration [usecond] (-14,88%)
SOL Memory [%] 44,82  (-8,59%) [ Elapsed Cycles [cycle] (-16,50%)
SOL TEX [%] 37,02 (-6,82%) [SM Active Cycles [cyclel (-17,18
SOL L2 [%] 44,82  (-8,59%) | SM Frequency [cycle/nsecond] (=il
SOL FB [%] 7,99 (-54,46%) | Memory Frequency [cycle/usecond] (-1,

GPU Utilization

[=1]
i Ly
=]

B L =] o

~ @
=~ w3 L
Ln
!

[
Lo
" WD

]

]

Ln
I

SM [%]

Memory [%]

50,0
Speed Of Light [36]
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Performance decreased slightly compared with “unoptimized” version
The other individual sections would allow us to identify what has changed in detail

Page: Details * Process: All =  Launch: 1- 6294 -pme_gather kernel =  Add Baseline = Apply Rules Copy as Image
Current 62... Time: 28,35 usecond Cycles: 33.206 Regs: 28 GPU: Tesla V100-5XM2-16GE SM Frequency: 1,16 cycle/nsecond €C: 7.0 Process: [133280] gmx_mpi (@ ©
[ unoptimized 62... Time: 23,36 usecond Cycles: 29.646 Regs: 28 GPU: Tesla V100-5XM2-16GB SM Frequency: 1,26 cycle/nsecond C€C: 7.0 Process: [17712] gmx_mpi

~ GPU Speed Of Light All e
High-level overview of the utilization for compute and memory resources of the GPU. For each unit, the Speed Of Light (SOL) reports the achieved percentage of utilization with respect to the
theoretical maximum.

SOL SM [%] 67,82 (+33,40%) |Duration [usecond] 28,35 (+21,37%)
SOL Memory [%] 60,90 (+14,08%) | Elapsed Cycles [cyclel 33.286 (+12,01%)
SOL TEX [%] 67,41 (+10,05%) [ SM Active Cycles [cyclel 20.802,21 (+15,86%)
SOL L2 [%] 21,95 (-31,45%) | SM Frequency [cycle/nsecond] 1,16 (-7,89%)
SOL FB [%] 14,27 (-69,44%) | Memory Frequency [cycle/usecond] 791,76 [-7,78%)

GPU Utilization

| ]
SM [%]

Memaory [%a]

0.0 ) ) ) ) 50,0
Speed Of Light [%]
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New Version Summary

Overall, combined performance improved by ~10%
Use CSV export from CLI or Ul to further analyze data in e.g. Excel

Function Name Dema Proce: Device [ Cycles feycla]l  SOL Memory [%]  SOL SM [2%] Function Name Demanc Proce: Device Cycles Trurle]l  SOL Memory [%] SOL SM [%]
pme spline and spread kernel voi. [17.. Tesla. 83.249 49,04 20,33 spline and spread void .. [13. Tesl. 69.516 44,82 21,65
pme gather kernel voi. [17. Tesla.. 29.646 53,3 50,84 gather kernel void .. [13.. Tesl. .206 60,90 67,82
pme spline and spread kernel voi. [17.. Tesla.. 3.236 49,06 20,32 spline and spread void .. [13. Tesl. 4By 45,18 21,84
pme gather kernel voi. [17. Tesla.. 29.890 53,01 50,37 gather kernel void .. [13. Tesl. .497 60,29 67,15
pme spline and spread kernel vol. [17.. Tesla.. 3.624 48,80 20,23 spline and spread void .. [13.. Tesl.. .516 45,44 21,97
pme gather kernel voi. [17. Tesla.. 29.051 54,58 51,86 gather kernel void .. [13.. Tesl.. .459 60, 44 67,31
pme spline and spread kernel voi. [17. Tesla.. 3.617 48,80 20,23 spline and spread void .. [13. Tesl. .197 45,00 21,75
pme gather kernel voi. [17. Tesla.. 29.636 53,52 50,81 gather kernel void .. [13.. Tesl.. .620 59,38 66,15
pme spline and spread kernel voi. [17. Tesla.. 3.870 49,12 20,37 spline and spread void .. [13.. Tesl.. .33 44,29 21,39
pme gather kernel voi. [17.. Tesla.. 29,501 53,68 50,87 gather kernel void .. [13.. Tesl.. .389 60,50 67,42
pme spline and spread kernel voi. [17. Tesla.. 3. 235 49,085 20,32 spline and spread void .. [13.. Tesl.. .615 44,73 21,62
pme gather kernel voi. [17. Tesla.. 29.785 53,20 50,67 gather kernel void .. [13.. Tesl.. .558 60,23 67,06
pme spline and spread kernel voi. [17. Tesla.. 82. 49,19 20,40 spline and spread void .. [13.. Tesl.. .261 44,96 21,73
pme gather kernel voi. [17. Tesla.. 29, 54,32 51,50 gather kernel void .. [13.. Tesl.. .457 60, 46 67,32
pme spline and spread kernel voi. [17. Tesla.. . 49,89 20,35 spline and spread void .. [13. Tesl. .927 45,16 21,84
pme gather kernel voi. [17.. Tesla.. . 53,61 50,79 gather kernel void .. [13.. Tesl.. .874 59,62 66,40
pme spline and spread kernel vol. [17.. Tesla.. . 48,98 20,31 spline and spread void .. [13.. Tesl.. . 266 44,95 21,73
pme gather kernel vol. [17.. Tesla. - 52,62 49,97 gather kernel void .. [13.. Tesl.. .221 60,91 67,82
pme spline and spread kernel voi. [17. Tesla.. . 48,84 20,24 spline and spread void .. [13.. Tesl. .452 45,50 22,00
pme gather kernel voi. [17.. Tesla.. . 53,74 50,99 gather kernel void .. [13.. Tesl.. .43 60,54 67,32

21 ANVIDIA.




Back to theory:
Nsight Compute on
your cluster



Collecting Data

By default, CLI results are printed to stdout

Use --export/-o to save results to a report file, use -f to force overwrite
$ ncu -f -o SHOME/my report <app>
$ my report.ncu-rep

Use --log-file to pipe text output to a different stream (stdout/stderr/file)

Can use (env) variables available in your batch script or file macros to add report name placeholders

Full parity with nvprof filename placeholders/file macros
$ ncu -f -o $HOME/my report %$h ${LSB JOBID} %p <app>
$ my report host0Ol 951697 123.ncu-rep

https://docs.nvidia.com/nsight-compute/NsightComputeCli/index.html#command-line-options-file-
macros

23 <A NVIDIA.


https://docs.nvidia.com/nsight-compute/NsightComputeCli/index.html#command-line-options-file-macros

Multi-Process Profiling

On a single-node submission, one Nsight
Compute instance can profile all
launched child processes

Data for all processes is stored in one
report file

Nsight Compute ncu --target-processes all -o <single-

report—-name> <app> <args>
GPU GPU GPU GPU
0 1 2 3

24 ANVIDIA.



Multi-Process Profiling

On multi-node submissions, one tool
instance can be used per node

Ensure that instances don’t write to the
same report file on a shared disk

ncu -o report %g{OMPI COMM WORLD RANK}
NSight Nsight <app> <args>
Compute Compute

GPU GPU GPU GPU
0 1 2 3

25 ANVIDIA.



Multi-Process Profiling

Multiple tool instances on the same node
are supported, but...

All kernels across all GPUs will be

serialized using system-wide file lock
All instances must be of the same user,

or have file permissions (fixed in next
version - permissions are set
automatically)

rank § rank j rank j rank
0] 1 2 3

GPU GPU GPU GPU
0 1 2 3

26 <A NVIDIA.



Multi-Process Profiling

Consider profiling only a single rank, e.g. using a

: wrapper script
jsrun PP P
#!/bin/bash
node O node 1 if [[ "SOMPI COMM WORLD RANK" == "3" ]] ; then

/sw/cluster/cuda/11.1/ nsight-compute/ncu -
o report ${OMPI COMM WORLD RANK} --target-
processes all $*

else

$ *
rank rank rank rank 1
0] 1 2 3
GPU GPU GPU GPU
0 1 2 3

27 <A NVIDIA.



What To Collect

Curated “sets” and “sections” with commonly-used, high-value metrics

$ ncu --list-sets
Identifier Sections Estimated Metrics
default LaunchStats, Occupancy, SpeedOfLight 35

detailed ComputeWorkloadAnalysis, InstructionStats, LaunchStats, MemoryWorkloadAnaly 157
sis, Occupancy, SchedulerStats, SourceCounters, SpeedOfLight, SpeedOfLight
RooflineChart, WarpStateStats

full ComputeWorkloadAnalysis, InstructionStats, LaunchStats, MemoryWorkloadAnaly 162
sis, MemoryWorkloadAnalysis Chart, MemoryWorkloadAnalysis Tables, Occupancy
, SchedulerStats, SourceCounters, SpeedOfLight, SpeedOfLight RooflineChart,

WarpStateStats
source SourceCounters 47

Use defaults, or combine as desired

$ ncu --set default --section SourceCounters --metrics sm__inst executed pipe tensor.sum ./my-app

28 <A NVIDIA.



What To Collect

Query metrics for any targeted chip

$ ncu --query-metrics --chip gal00

smsp warps_issue stalled not selected cumulative # of warps
for the microscheduler to select the warp to issue

smsp _warps_issue stalled selected cumulative # of warps
by the microscheduler to issue an instruction

smsp warps issue stalled short scoreboard cumulative # of warps

for a scoreboard dependency on MIO operation other than (local, global, surface, tex)

tpc_ cycles active # of cycles where TPC
tpc_ cycles elapsed # of cycles where TPC

waiting

selected

waiting

was active
was active

==PROF== Note that these metrics must be appended with a valid suffix before profiling them. See --help for

more information on --query-metrics-mode.

Specify sub-metrics in section files, or on the command line

$ ncu --query-metrics-mode suffix --metrics sm inst executed pipe tensor ./my-app
sm_ inst executed pipe tensor.sum
sm_ inst executed pipe tensor.avg
sm_ inst executed pipe tensor.min

29
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Source Analysis

SASS (assembly) is always available embedded into the report
CUDA-C (Source) and PTX availability depends on compilation flags
Use -lineinfo to include source/SASS correlation data in the binary

cmake/gmxManageNvccConfig.cmake:201
macro (GMX SET CUDA NVCC FLAGS)

set (CUDA_NVCC FLAGS "${GMX CUDA NVCC_ FLAGS};${CUDA NVCC FLAGS};-lineinfo")
endmacro ()

Source is not embedded in the report, need local access to the source file to resolve in the Ul
Comparing different iterations (e.g. optimizations) of the same source file can be difficult

Next version will support importing CUDA-C source into the report

Compiler optimizations can prevent exact source/SASS correlation

30
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Another example:

Roofline analysis
for image feature
extraction kernel



Page: Details >  launch: 0- 241 -ExtractFeatures

N

Roofline Analysis

Add Baseline ~

Apply Rules

Copy as Image

Current 241 Time: 60,17 msecond Cycles: 51,344,906 Regs: 47 GPU: GeForce RTX 2080 Ti SM Freguency: 1.35 cydejnsecond €C: 7.5 Process: [2117] imgserver_2 &8 &

~ GPU Speed Of Light 4

- ()
b

High-level overview of the utilization for compute and memaory resources of the GPU. For each unit, the Speed Of Light (SOL) reports the achieved percentage of utilization with respect to the theoretical
maximum. Highdevel overview of the utilization for compute and memory resources of the GPU presented as a roofline chart.

SOL sM [¥%]

SOL Memory [X]

SOL L1/TEX Cache [¥]
SOL L2 Cache [%]
SOL DRAM [%]

B6.
1.

43
s

2.19
2.
8.64

27

puration [msecond]

Elapsed Cycles [cycle]

SM Active Cycles [cycle]

SM Frequency [cyclesnsecond]
DRAM Frequency [cycle/nsecond]

GPU Utilization

SM [24]

60.17
81,344,906
79,487, 685.53
1.35

1.68

Memory [%%] :|

0.0

50L SM Breakdown

SOL SM: Pipe Fp&4 Cycles Active [%]
SOL SM: Mio Pq Write Cycles Active [%5]
SOL SM: Pipe Alu Cycles Active [%]
SOL SM: Mio Inst lssued [%]

50.0

Speed Of Light [%]

S0L Memory Breakdown

SOL L1: Data Pipe Lsu Wavefronts [%]
SOL L1: Lsuin Requests [35]

SOL L1: Lsu Writeback Active [%

SOL GPU: Dram Throughput [%]

ExtractFeatures
analyzes an image for
interesting pixels

Part of the algorithm is
converting the pixel color
format

Kernel is heavily
compute-bound, utilizing
the SM units > 80%

Fp64 (64bit/double
floating-point math)
pipeline is by far the
biggest contributor
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Roofline Analysis

Floating Point Operations Roofline

Perform ance [FLOP/s]
(1 = 10,000,000,000)

0.1 1 10
Arithmetic Intensity [FLOP/byte]

Recommendations

@ Bottleneck The kernel is utilizing greater than 80.0% of the available compute or memory performance of the device, To further improve performance, work will likely need to be
e shifted from the most utilized to another unit. Start by analyzing workloads in the section.

[Warning] The ratio of peak float (fp32) to double (fp64) performance on this device is 32: 1. The kernel achieved 0% of this device's float and 25% of its double

A roofline Analysis  peak performance. If determines that this kernel is fp&4 bound, consider using 32-bit predision floating peint operations to improve its
performance.

Roofline chart suggests to use float
instead of double, due to the 32:1
peak perf ratio between 32bit and
64bit HW units (on Turing)

On V100, the ratio would be 2:1
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Mavigation: Instructions Executed 18|18 & Navigation:  Instructions Executed AT 18|18 &

# Source Instructions Executed = =  # Source Sampling Data (Al)  Sampling Data (Not Issued) O n the Sou rce pag e, We

18 glnisable (GL_DEPTH_TEST); 120 ISETP.LT.OR P3, FT, R18,

. can see where in the

1@ 121 ISETP.GE.OR F3, FT, A5, ¢

18 // viewport 122 @P3 LDG.E.SYS R18, [R16+Exc] Code those Instructlons

18- glviewport(2, 2, window width, window_height); 123 LOP3.LUT R24, R12, exff,

18 124 LOP3.LUT R28, R28, Ff are executed.

18_ SDK_CHECK_ERROR_GL(); 125 LOF3.LUT R15, R15, @x

le_ 126 I2F.FE4.U16 R1Z,

18 return true; 127 LOP3.LUT R27, R27 Ff
18- 128 I2F.FE4.Ul6 R28, R2 Make Sure that

le_ 129 LOP3. LI R25, R25, @xff

e mrreswie o, o “Instructions Executed”
T —— Is selected in the metrics

_ /) ssssssssssesssssss worker (server) thr f 132 I2F.F64.U16 R1EG,

EE T2F.F64.U16 R24, R2 drop dOWn, then use

. // convert an RGB(A) color to its luminance value (gr 134 I2F.F64.U32 R14, R14

_ _ device  unsigned char RGBtoLuminance( 135 DMUL R1Z, R1Z, c[ex2][ext ,8 E naV|gat|0n buttons_

const uchar4& color 136 DFMA R1Z, R28, C

137 DMUL R28, R1E, C

o
DG_DGQ
A
=]

138 DFMA R1E, R22, €
139 LOP3.LUT R22, R26, @

s
S

148 I2F.F64.U16 R22, R22

o
=)
5
G
B
B

141 F2T.U32.F64.TRUNC R1E, R!

&
é

o
F

&
=t

. __device__ uchar4 GetPixel( 2 SHF.R.U32.HL R19, R

I
®
!

uchar4® pImg, DFMA R28, R22, C

[
e
o)

-
o o 6]
-
ey

ST

int x, @!P@ SHF.R.U32.HI R22, R
int y, LOP3.LUT R26, RIS,
int imgw, PRMT R18, RZ
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Roofline Analysis

Current 241 - ExtractFeatures 992, 932, .. Time: 449msecond Cydes: 5,978,351 Regs: 42 GPU: GeForce RTX 2080 T SM Frequency: 1,33 cydejnsecond CC 7.5 Process: [2334] imgserver_3 (B

Baseline 1 241 - ExtractFeatures { 992, 992, Time: 50,17 msecond  Cycles: 81,344,906 Regs: 47 GPU: GeForce RTX 2080 i SM Frequency: 1.35 cydejnsecond CC: 7.5 Process: [2113] imgserver_2 C h an ge th k n el to use
~ GPU Speed Of Light All 32b]t'preC] '|0n math, Onlyo

High-evel overview of the utilization for compute and memery resources of the GPU. For each unit, the Speed Of Light (S0L) reports the achieved percentage of utiization with respect to the theoretical maximum, High-evel overview of the utilization
for compute and memory resources of the GPU presented as a roofline chart.

SOL SM [X] 93.75 (+2.46%) | Duration [msecond] 4,49 (-92.53%)

SoL memory [%] 14.98 (+1,269.27%) | Elapsed cycles [cycle] 5,978,351 (-92.65%) C II d t
L1/TEX Cache [%] 29.97 (#1,269.27%) | SM Active Cycles [cycle] 5,955,653.59 (-52.51%) a-n nOW CO | pare a- a- a-
L2 cache [¥] 3.38 (+1,186.42%) | SM Frequency [cycle/nsecond) 133 (-1.64%) . . .
oxa 2] 2 (1 s || o vy ety v (e from the first, unopt||zed

GPU Utilization

. ; : kernel compared against the

sM %] |
[

: Current (blue) kernel.
me[%,b:;: ( )

0.0 10.0 20.0 . A 50.0 . 70.0 80.0
Speed Of Light [%%]

S0L SM Breakdown S0L Memory Breakdown MOSt nOtany’ It IS 92% faSte
SOL SM: Inst Executed Pipe Xu [% 9375 (+692,360.47%)  SOL L1: Data Pipe Lsu Wavefronts [% 14.98 (+1,269.27%) (Duratlon), and doesn’t use

SOL SM: Pipe Alu Cycles Active [%] 6154 (+1,262.78%)  SOL L1: Lsuin Requests [%] 1401 (+1,259.05% i
SOL SM: Issue Active [%] 52.85 (+1,260.55%)  SOL L: Lsu Writeback Active [%] 9,80 (+1,266.48% 6 b ( p6 ) m h y

SOL SM: Inst Executed [%] 5285 (+1,25898%)  SOL GPU: Dram Throughput [%] 7564 (+1,101.37% 4 It F 4 ath anymore.
SOL SM: Pipe Fma Cyeles Active [%] 15.00 (+8,24091%)  SOL L1: Data Bank Reads [%] 231 (+1,261.38%

SOL SM: Inst Executed Pipe Lsu [%] 14.02 (+1,260.65%)  SOL L2: T Sectors [%] 330 (+1,106.42%

SOL SM: Mio Inst Issued [%] 468 (+1872%)  SOLL2: Xbar2lts Cycles Active [%] 214 (+1,14125%)

SOL SM: Mio2rf Writeback Active [%5] 3.59 (+1,265.71%) SOL L2: Lts2xbar Cycles Active [%] 1.79 (+1,000.57%) Since We are bIOCked IeSS b

SOL SME: Inst Executed Pipe Cbu Pred On Any [%] 0.60 (+1,260.26%] SOL L2: D Sectors [%] 1.45 (+1,289.63%)

SOL SM: Mio Pq Read Cycles Active [%)] 0.31 (+1,256.96%) SOL L1: M L1tex2xbar Req Cycles Active [%] 1.33 (+1,274.78%; h f 6 H I'

SOL SM: Mio Pq Write Cycles Active [ %] 031 (-97.25% SOL L1: M Xbar2l1tex Read Sectors [% 1.16 (+1,277.26%; t e p 4 pl pe Ine y We nOW
SOL SME: Inst Executed Pipe Adu [%] 0.03 (+1,261.38%; SOL L2: D Sectors Fill Device [%] 1.11 (+1,007.52%;

SOL SM: Inst Executed Pipe Uniform [%] 0.02(+126138%)  SOLL2: TTag Requests [%] 1.05 (+1,044.35% have a 12X better memory

SOL IDC: Request Cycles Active [%] 0 (+0.00% SOL L1: Data Bank Writes [%] 0.27 (+1,272.68%]

SOL SM: Inst Executed Pipe Fp16 [%] 0 (+0.00%) SOL L2: D Atomic Input Cycles Active [%] 0.00 (+1,260.57%, _ H H I H H

SOL SME: Inst Executed Pipe lpa [%] 0 (+0.00%) SOL L1: F Wavefronts [3] 0.00 (+1,261.38%) HW u n ItS Utl Izatlon
SOL SM: Inst Executed Pipe Tex [%] 0 (+0.00% SOL L1: Texin Sm2tex Req Cycles Active [%] 0.00 (+1,261.38%

SOL SME: Pipe Fpb4 Cycles Active [%] 0 (-100.00%%] SOL L1: Data Pipe Tex Wavefronts [2%] 0 (+0.00%

SOL SM: Pipe Shared Cycles Active [% 0 (+0.00%)  SOL L1: Tex Writeback Active [% 0 (+0.00%
SOL SM: Pipe Tensor Cycles Active [%] 0 (+0.00%)  SOL L2: D Sectors Fill Sysmem [%] 0 (+0.00%)




Further Reading

https://docs.nvidia.com/nsight-compute/ProfilingGuide/index.html#roofline

https://github.com/NVIDIA/nsight-training/tree/master/cuda/2020 gtc

https://gitlab.com/NERSC/roofline-on-nvidia-gpus
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https://github.com/NVIDIA/nsight-training/tree/master/cuda/2020_gtc
https://gitlab.com/NERSC/roofline-on-nvidia-gpus

Conclusion



Known Issues/Outlook

[ https://docs.nvidia.com/nsight-compute/ReleaseNotes/index.html#known-issues }

Outlook for next version
Source import
Roofline analysis improvements
Source-level divergence metrics

Profile series experiments
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Conclusion

Nsight Compute enables detailed kernel analysis
Rules give guidance on optimization opportunities and help metric understanding
Limit sections/metrics to what is required when overhead is a concern

Still requires level of hardware understanding to fully utilize the tool - pay attention to rule results and
refer to https://docs.nvidia.com/nsight-compute/ProfilingGuide/index.html

+ GPU Speed Of Light A SOL Chart

GPU Utilization

)
Speed Of Light [%]
Recommendations

w i i f f i i ughput and/or
A Bottleneck o
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https://docs.nvidia.com/nsight-compute/ProfilingGuide/index.html

i THANK YOU!

Download https://developer.nvidia.com/nsight-compute (can be newer than toolkit version)
Documentation https://docs.nvidia.com/nsight-compute (and local with the tool)

Forums https://devtalk.nvidia.com

Further Training https://developer.nvidia.com/nsight-compute-videos

https://developer.nvidia.com/nsight-compute-blogs
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https://developer.nvidia.com/nsight-systems
https://docs.nvidia.com/nsight-compute
http://devtalk.nvidia.com
https://developer.nvidia.com/nsight-compute-videos
https://developer.nvidia.com/nsight-compute-blogs
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PME spread/gather

///DEEP PME: Particle

A |icati0n ma in rojects
PP PpINng Freseet Mesh Ewald

MD loop Algorithm

Neighbor

N

Domai Send Sk Receive Integrate o
omain 9 calc. ener.,

Sy coords. f £
Decomposition Charges and box : orces, etc. coords. o1

time

F2F Meeting Geneva, 07.-09.05.2019
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https://indico.cern.ch/event/791712/contributions/3407944/attachments/1839813/3015919/Tk1.3-MolecularDynamicsGromacs-F2FCERN.pdf



