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Nsight Systems - Analyze application algorithms system -wide
https://www.olcf.ornl.gov/calendar/nvidia -profiling -tools-nsight-systems/

Nsight Compute - Analyze CUDA kernels

Nsight Graphics - Debug/analyze graphics workloads

Nsight Product Family

Workflow

Compute Graphics

You are 
here

Systems

Start here

https://www.olcf.ornl.gov/calendar/nvidia-profiling-tools-nsight-systems/
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Nsight Compute
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Nsight Compute

CUDA Kernel profiler

Targeted metric sections for 

various performance aspects

Customizable data collection 

and presentation (tables, 

charts, é)

UI and Command Line

Python-based rules for guided 

analysis (or post-processing)

Support for remote profiling 

across machines and platforms
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Nsight Compute

Detailed memory workload 

analysis chart and tables
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Nsight Compute

Comparison of results directly 

within the tool with 

òBaselinesó

Supported across kernels, 

reports, and GPU architectures
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Nsight Compute

Source/PTX/SASS 

analysis and 

correlation

Source metrics per 

instruction and 

aggregated (e.g. PC 

sampling data)

Metric heatmap
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An example:

GROMACS 2020
pme spread/gather kernels

Old Version
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spline_and_spread: Old Version

Memory units more utilized than SM (Compute), but overall utilization is low

Nsight Compute hints that this is a latency issue, recommends further sections to check

We will still go through other sections for training purposes

Live
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spline_and_spread: Old Version

Memory chart shows that stores are much more common in this kernel,

transferring ~10x as much data as reads

Since bandwidth is not saturated, itõs likely frequent operations
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spline_and_spread: Old Version

We have many active warps available, but most of them are not eligible

(and hence not issued) on average

The next section (Warp State Statistics) can indicate which stall reasons cause this
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spline_and_spread: Old Version

Most important stall reason (by far) is LG (local/global) Throttle

This indicates extremely frequent memory instructions, according to the guided analysis rule



13

spline_and_spread: Old Version

Disabling global memory writes to store temporary data (for the gather kernel)

could reduce this latency issue

This implies that the gather kernel has to re -compute this data
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gather: Old Version

More balanced compute/memory utilization, but also likely latency bound
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gather: Old Version

Reads temporary spline_and_spread kernel data from global memory

Therefore, much more load operations and data transfered in that direction
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gather: Old Version

Long Scoreboard stalls cause most wasted cycles

These indicate waiting on local or global memory
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GROMACS 2020
pme spread/gather

New Version
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Code Changes

https://redmine.gromacs.org/projects/gromacs/repository/revisions/22118220401cee6f51d49c0a034e9fe5b4ba4260/diff?utf8=%E2

%9C%93&type=sbs

Two new template arguments added to spread/gather kernels

Optimal kernel selected based on input data size

Disabled temp data storage in global memory for this analysis

pme_spline_and_spread_kernel pme_gather_kernel

writeSplinesToGlobal

control if we should write spline data to 

global memory

useOrderThreadsPerAtom*

control if we should use order or 

order*order threads per atom

readGlobal

control if we should read spline values 

from global memory

useOrderThreadsPerAtom*

control if we should use order threads per 

atom (order*order used if false)

* not activated

https://redmine.gromacs.org/projects/gromacs/repository/revisions/22118220401cee6f51d49c0a034e9fe5b4ba4260/diff?utf8=%E2%9C%93&type=sbs
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spline_and_spread: New Version

Overall performance improvement is ~15% (fewer cycles)

Highest contributor appears to be the 54% reduced GPU DRAM throughput (SOL FB)

Live
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gather: New Version

Performance decreased slightly compared with òunoptimizedó version

The other individual sections would allow us to identify what has changed in detail


