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FIG. 4. The probability of finding an e
+
e
� pair in the two-

spatial-site Schwinger model from the initial empty state fol-
lowing time evolution with UT (t, �t). In the unshaded region,
the blue points (triangle markers with visible error bars) are
quadratic extrapolations to zero noise using the data above
each point at increasing values of the noise parameter, r. (260
IBM allocation units and ⇠ 3.6 QPU·s)

We have optimized the sequence of operations in a first-
order Trotterization. While Trotterization bypasses the
classical resources needed in the previous time evolution
implementation to solve for the 9 angles of a symmet-
ric SU(4) matrix, its demand for long coherence times
is not satisfied with the T2 times available on current
quantum hardware. Using the reported gate specifica-
tions of ibmqx2 in terms of pulse sequences and their
temporal extent, the T2 coherence time of the device is
reached after ⇠ 10 time steps. This can be seen in Fig. 4
where the Trotterized evolution with �t = 0.1 saturates
to the classical probability of 0.5 after a small number of
steps—quantum coherence has been lost. This limitation
in the number of coherent time steps encourages the use
of larger values of �t (top data in shaded region), trading
accuracy of the Trotterization for coherence maintained
further into the time evolution. Even with this trade o↵,
this method is currently unable to explore the low-energy
structure of the dynamic fluctuations.

V. DISCUSSION AND OUTLOOK

Our work has identified key areas of future develop-
ment needed to robustly explore quantum field theories
with (imperfect) universal quantum computers. In order
to explore more complex dynamics such as the scatter-
ing of hadrons or the time evolution of charge screen-
ing, a balance between the short-depth circuits of exact
SU(2n) propagator evolution and the manageable classi-
cal resources required to Trotterize must be developed.
Regardless of the chosen method of time evolution, classi-

cal pre- and post-processing will continue to be invaluable
for scientifically-relevant calculations on near-term quan-
tum computers. By enforcing Gauss’s law, momentum
projecting states, and imposing the discrete symmetry
of parity, the exponential growth of the Schwinger model
Hilbert space has been softened su�ciently to achieve cal-
culations on IBMs superconducting quantum hardware.
This reduction has made possible the exploration of static
and dynamic observables within the current and foresee-
able experimental quantum computing landscape lacking
quantum error correction and limited by coherence times
and gate fidelities. Requiring such a classical reduction
in the process of building the physical, projected basis
admittedly does not allow for advantage in the Hilbert
space dimensionality accessible to the quantum vs classi-
cal computation. However, the space of advantage is mul-
tidimensional. By combining the strengths of the clas-
sical and quantum computers to respectively tame the
Hilbert space and evolve it, the proposed heterogeneous
framework profits in the exploration of time dependent,
non-equilibrium, and finite density systems inaccessible
to classical computations alone.
Our work represents one step toward solving QCD with

NISQ era quantum computers to address Grand Chal-
lenge problems in nuclear and high-energy physics.
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FIG. 1. The rightmost nodes of the above binary tree (leaves)
uniquely correspond to trajectories in {L,R}N where L repre-
sents going left and R represents going right at a given node.
As a generative model, trajectories are sampled according to
the square of the quantum amplitude of the path through the
tree.

Consider the following minimal change to the tree:
there is a spin state associated with each depth. Only
the spin at the leaf is observable and the amplitudes AL

and AR depend on the state of the spin. Now, there are
many possible paths that correspond to reaching a single
leaf. One way to visualize this is illustrated in Fig. 2.
There are two copies of the tree, one for spin up and one
for spin down. At each step, the system can move be-
tween trees or stay on the same tree and then move left
or right. The observable final state is the leaf location
and the final tree (spin). The amplitudes for going left
and right are now spin-dependent. At a given step, the
eight possible amplitudes are As1,s2

h (n) for h 2 {L,R}

and si 2 {", #}, where s1 is the initial spin and s2 is the
final spin. Since only the final spin is observable, the
amplitude to transition from spin s0 to sN is given by

As0,sN =
X

~s02{#,"}N
s00=s0,s0N=sN

NY

n=1

A
s0n�1,s

0
n

�n
(n) . (1)

For convenience, the 8 amplitudes for a given step are
parameterized as

A##
L (n) = cos(✓LF (n)) sin(✓1(n)) (2)

A#"
L (n) = sin(✓LF (n)) sin(✓3(n))

A""
L (n) = cos(✓LF (n)) sin(✓2(n))

A"#
L (n) = sin(✓LF (n)) sin(✓4(n))

A##
R (n) = cos(✓RF (n)) cos(✓1(n))

A#"
R (n) = sin(✓RF (n)) cos(✓3(n))

A""
R (n) = cos(✓RF (n)) cos(✓2(n))

A"#
R (n) = sin(✓RF (n)) cos(✓4(n))

While there may be multiple applications of this quan-
tum tree, one motivation is the parton shower in quantum
chromodynamics (QCD) where quarks or gluons radiate
gluons (going left in the tree) at decreasing angles (deeper
n). The connection with QCD is not exact (in part be-
cause of unitarity violation - see Sec. IIID), but the work
presented here is an important step toward an inherently
quantum parton shower algorithm.
The quantum tree including the full interference e↵ects

caused by cross-terms in the sum over all spin histories for

A
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FIG. 2. The same setup as in Fig. 1, except that now there is
a spin state associated with every depth in the tree. This can
be represented by two trees: one for spin down (left) and one
for spin up (right). The system can move between trees, but
only the final tree (spin) and leaf are observable. The eight
possible amplitudes for a given step are indicated with A

s1,s2
L/R ,

where s1 is the initial spin and s2 is the final spin.

a given leaf can not be implemented in a simple MCMC.
One method for correctly sampling from the distribution
of leafs and final spins is to sum over all paths to compute
the probabilities for each state. For a tree of depthN , the
calculation of the total amplitude would naively scale as
4N since there are 4 possibilities at every node: move left
and flip the spin, move right and flip the spin, move left
and don’t flip the spin, move right and don’t flip the spin.
For simplicity, we assume that the amplitude to move left
with a spin flip is zero (✓3 = ✓4 = 0) - in that case, the
naive scaling is 3N . In practice, a more e�cient scheme
to calculate the full probability distribution is possible
by reusing calculations. We further simplify the problem
by setting ✓LF = ✓RF = ✓F and labeling ✓1 = ✓#, ✓2 = ✓".
One way to e�ciently calculate the probability distri-

bution is to represent the problem as a set of matrix mul-
tiplications. To see this, consider the leaf corresponding
to never taking the left branch. The probability for the
two possible states (spin up or spin down) requires sum-
ming over all possible spin trajectories. If the initial spin

is |ii for |#i =

✓
1
0

◆
and |"i =

✓
0
1

◆
, then one can com-

pute the full probability distribution of the final spin |fi
by matrix multiplication:

|fi =
NY

n=1

�(n) |ii ,�(n) =

✓
A##

R (n) A"#
R (n)

A#"
R (n) A""

R (n)

◆
. (3)

Therefore, the amplitude for the right-move only case can
be computed with O(N) multiplications. The same logic
applies to the calculation of the amplitude for exactly
one left branch at step k:

|fi =
NY

n=k+1

�(n)⇥A(k)⇥
k�1Y

n=1

�(n) |ii , (4)

where

A(k) =

✓
A##

L (k) 0
0 A""

L (k)

◆
. (5)
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� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 2. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 2.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-

|pi / p p U
(m)
p

U
(m)
step

|hi / Uh h

|ei U
(m)
e e ⌘

|n�i /

Ucount

n�

Uh|nai / nA

|nbi / nB

FIG. 2. Circuit for the m
th step

Operation Complexity Operator Appendix

count particles N log2(N) Ucount C

decide emission N
3

Ue D

create history N
4

Uh E

adjust particles N Up F

TABLE II. Complexity of the various quantum circuit oper-
ations.

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

Operation Number of Standard Gates

Count Particles 5⇥ [
Plog2(k)+3

n=3 34n� 27 ]

Decide Emission (k + 1)3 ⇥ [99 log2(k + 1)� 27]

Create History 5⇥ [
Plog2(k)+3

n=3 32n� 27] +
P

b[6(k + 1)3

⇥(2b� 1)[33(3 log2(k + 1) + b+ 3)� 27]]

Adjust Particles k ⇥M ⇥ [5 + 34 +
Plog2(k)

n=3 34n� 27]

TABLE III. Number of standard quantum gates (single qubit
gates and CNOT gates) necessary for each of the four main
operations.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.

1 While the standard parton shower-inspired MCMC algorithm
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FIG. 4. The probability of finding an e
+
e
� pair in the two-

spatial-site Schwinger model from the initial empty state fol-
lowing time evolution with UT (t, �t). In the unshaded region,
the blue points (triangle markers with visible error bars) are
quadratic extrapolations to zero noise using the data above
each point at increasing values of the noise parameter, r. (260
IBM allocation units and ⇠ 3.6 QPU·s)

We have optimized the sequence of operations in a first-
order Trotterization. While Trotterization bypasses the
classical resources needed in the previous time evolution
implementation to solve for the 9 angles of a symmet-
ric SU(4) matrix, its demand for long coherence times
is not satisfied with the T2 times available on current
quantum hardware. Using the reported gate specifica-
tions of ibmqx2 in terms of pulse sequences and their
temporal extent, the T2 coherence time of the device is
reached after ⇠ 10 time steps. This can be seen in Fig. 4
where the Trotterized evolution with �t = 0.1 saturates
to the classical probability of 0.5 after a small number of
steps—quantum coherence has been lost. This limitation
in the number of coherent time steps encourages the use
of larger values of �t (top data in shaded region), trading
accuracy of the Trotterization for coherence maintained
further into the time evolution. Even with this trade o↵,
this method is currently unable to explore the low-energy
structure of the dynamic fluctuations.

V. DISCUSSION AND OUTLOOK

Our work has identified key areas of future develop-
ment needed to robustly explore quantum field theories
with (imperfect) universal quantum computers. In order
to explore more complex dynamics such as the scatter-
ing of hadrons or the time evolution of charge screen-
ing, a balance between the short-depth circuits of exact
SU(2n) propagator evolution and the manageable classi-
cal resources required to Trotterize must be developed.
Regardless of the chosen method of time evolution, classi-

cal pre- and post-processing will continue to be invaluable
for scientifically-relevant calculations on near-term quan-
tum computers. By enforcing Gauss’s law, momentum
projecting states, and imposing the discrete symmetry
of parity, the exponential growth of the Schwinger model
Hilbert space has been softened su�ciently to achieve cal-
culations on IBMs superconducting quantum hardware.
This reduction has made possible the exploration of static
and dynamic observables within the current and foresee-
able experimental quantum computing landscape lacking
quantum error correction and limited by coherence times
and gate fidelities. Requiring such a classical reduction
in the process of building the physical, projected basis
admittedly does not allow for advantage in the Hilbert
space dimensionality accessible to the quantum vs classi-
cal computation. However, the space of advantage is mul-
tidimensional. By combining the strengths of the clas-
sical and quantum computers to respectively tame the
Hilbert space and evolve it, the proposed heterogeneous
framework profits in the exploration of time dependent,
non-equilibrium, and finite density systems inaccessible
to classical computations alone.
Our work represents one step toward solving QCD with

NISQ era quantum computers to address Grand Chal-
lenge problems in nuclear and high-energy physics.
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� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 2. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 2.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-

|pi / p p U
(m)
p

U
(m)
step

|hi / Uh h

|ei U
(m)
e e ⌘

|n�i /

Ucount

n�

Uh|nai / nA

|nbi / nB

FIG. 2. Circuit for the m
th step

Operation Complexity Operator Appendix

count particles N log2(N) Ucount C

decide emission N
3

Ue D

create history N
4

Uh E

adjust particles N Up F

TABLE II. Complexity of the various quantum circuit oper-
ations.

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

Operation Number of Standard Gates

Count Particles 5⇥ [
Plog2(k)+3

n=3 34n� 27 ]

Decide Emission (k + 1)3 ⇥ [99 log2(k + 1)� 27]

Create History 5⇥ [
Plog2(k)+3

n=3 32n� 27] +
P

b[6(k + 1)3

⇥(2b� 1)[33(3 log2(k + 1) + b+ 3)� 27]]

Adjust Particles k ⇥M ⇥ [5 + 34 +
Plog2(k)

n=3 34n� 27]

TABLE III. Number of standard quantum gates (single qubit
gates and CNOT gates) necessary for each of the four main
operations.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.

1 While the standard parton shower-inspired MCMC algorithm
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FIG. 1. The rightmost nodes of the above binary tree (leaves)
uniquely correspond to trajectories in {L,R}N where L repre-
sents going left and R represents going right at a given node.
As a generative model, trajectories are sampled according to
the square of the quantum amplitude of the path through the
tree.

Consider the following minimal change to the tree:
there is a spin state associated with each depth. Only
the spin at the leaf is observable and the amplitudes AL

and AR depend on the state of the spin. Now, there are
many possible paths that correspond to reaching a single
leaf. One way to visualize this is illustrated in Fig. 2.
There are two copies of the tree, one for spin up and one
for spin down. At each step, the system can move be-
tween trees or stay on the same tree and then move left
or right. The observable final state is the leaf location
and the final tree (spin). The amplitudes for going left
and right are now spin-dependent. At a given step, the
eight possible amplitudes are As1,s2

h (n) for h 2 {L,R}

and si 2 {", #}, where s1 is the initial spin and s2 is the
final spin. Since only the final spin is observable, the
amplitude to transition from spin s0 to sN is given by

As0,sN =
X

~s02{#,"}N
s00=s0,s0N=sN

NY

n=1

A
s0n�1,s

0
n

�n
(n) . (1)

For convenience, the 8 amplitudes for a given step are
parameterized as

A##
L (n) = cos(✓LF (n)) sin(✓1(n)) (2)

A#"
L (n) = sin(✓LF (n)) sin(✓3(n))

A""
L (n) = cos(✓LF (n)) sin(✓2(n))

A"#
L (n) = sin(✓LF (n)) sin(✓4(n))

A##
R (n) = cos(✓RF (n)) cos(✓1(n))

A#"
R (n) = sin(✓RF (n)) cos(✓3(n))

A""
R (n) = cos(✓RF (n)) cos(✓2(n))

A"#
R (n) = sin(✓RF (n)) cos(✓4(n))

While there may be multiple applications of this quan-
tum tree, one motivation is the parton shower in quantum
chromodynamics (QCD) where quarks or gluons radiate
gluons (going left in the tree) at decreasing angles (deeper
n). The connection with QCD is not exact (in part be-
cause of unitarity violation - see Sec. IIID), but the work
presented here is an important step toward an inherently
quantum parton shower algorithm.
The quantum tree including the full interference e↵ects

caused by cross-terms in the sum over all spin histories for

A
""
L A

""
RA

##
L A

##
R

A
"#
L A

"#
R A

#"
L A

#"
R

FIG. 2. The same setup as in Fig. 1, except that now there is
a spin state associated with every depth in the tree. This can
be represented by two trees: one for spin down (left) and one
for spin up (right). The system can move between trees, but
only the final tree (spin) and leaf are observable. The eight
possible amplitudes for a given step are indicated with A

s1,s2
L/R ,

where s1 is the initial spin and s2 is the final spin.

a given leaf can not be implemented in a simple MCMC.
One method for correctly sampling from the distribution
of leafs and final spins is to sum over all paths to compute
the probabilities for each state. For a tree of depthN , the
calculation of the total amplitude would naively scale as
4N since there are 4 possibilities at every node: move left
and flip the spin, move right and flip the spin, move left
and don’t flip the spin, move right and don’t flip the spin.
For simplicity, we assume that the amplitude to move left
with a spin flip is zero (✓3 = ✓4 = 0) - in that case, the
naive scaling is 3N . In practice, a more e�cient scheme
to calculate the full probability distribution is possible
by reusing calculations. We further simplify the problem
by setting ✓LF = ✓RF = ✓F and labeling ✓1 = ✓#, ✓2 = ✓".
One way to e�ciently calculate the probability distri-

bution is to represent the problem as a set of matrix mul-
tiplications. To see this, consider the leaf corresponding
to never taking the left branch. The probability for the
two possible states (spin up or spin down) requires sum-
ming over all possible spin trajectories. If the initial spin

is |ii for |#i =

✓
1
0

◆
and |"i =

✓
0
1

◆
, then one can com-

pute the full probability distribution of the final spin |fi
by matrix multiplication:

|fi =
NY

n=1

�(n) |ii ,�(n) =

✓
A##

R (n) A"#
R (n)

A#"
R (n) A""

R (n)

◆
. (3)

Therefore, the amplitude for the right-move only case can
be computed with O(N) multiplications. The same logic
applies to the calculation of the amplitude for exactly
one left branch at step k:

|fi =
NY

n=k+1

�(n)⇥A(k)⇥
k�1Y

n=1

�(n) |ii , (4)

where

A(k) =

✓
A##

L (k) 0
0 A""

L (k)

◆
. (5)

 I therefore believe it's true that with a suitable class 
of quantum machines you could imitate any quantum 

system, including the physical world. - Feynman
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FIG. 4. The probability of finding an e
+
e
� pair in the two-

spatial-site Schwinger model from the initial empty state fol-
lowing time evolution with UT (t, �t). In the unshaded region,
the blue points (triangle markers with visible error bars) are
quadratic extrapolations to zero noise using the data above
each point at increasing values of the noise parameter, r. (260
IBM allocation units and ⇠ 3.6 QPU·s)

We have optimized the sequence of operations in a first-
order Trotterization. While Trotterization bypasses the
classical resources needed in the previous time evolution
implementation to solve for the 9 angles of a symmet-
ric SU(4) matrix, its demand for long coherence times
is not satisfied with the T2 times available on current
quantum hardware. Using the reported gate specifica-
tions of ibmqx2 in terms of pulse sequences and their
temporal extent, the T2 coherence time of the device is
reached after ⇠ 10 time steps. This can be seen in Fig. 4
where the Trotterized evolution with �t = 0.1 saturates
to the classical probability of 0.5 after a small number of
steps—quantum coherence has been lost. This limitation
in the number of coherent time steps encourages the use
of larger values of �t (top data in shaded region), trading
accuracy of the Trotterization for coherence maintained
further into the time evolution. Even with this trade o↵,
this method is currently unable to explore the low-energy
structure of the dynamic fluctuations.

V. DISCUSSION AND OUTLOOK

Our work has identified key areas of future develop-
ment needed to robustly explore quantum field theories
with (imperfect) universal quantum computers. In order
to explore more complex dynamics such as the scatter-
ing of hadrons or the time evolution of charge screen-
ing, a balance between the short-depth circuits of exact
SU(2n) propagator evolution and the manageable classi-
cal resources required to Trotterize must be developed.
Regardless of the chosen method of time evolution, classi-

cal pre- and post-processing will continue to be invaluable
for scientifically-relevant calculations on near-term quan-
tum computers. By enforcing Gauss’s law, momentum
projecting states, and imposing the discrete symmetry
of parity, the exponential growth of the Schwinger model
Hilbert space has been softened su�ciently to achieve cal-
culations on IBMs superconducting quantum hardware.
This reduction has made possible the exploration of static
and dynamic observables within the current and foresee-
able experimental quantum computing landscape lacking
quantum error correction and limited by coherence times
and gate fidelities. Requiring such a classical reduction
in the process of building the physical, projected basis
admittedly does not allow for advantage in the Hilbert
space dimensionality accessible to the quantum vs classi-
cal computation. However, the space of advantage is mul-
tidimensional. By combining the strengths of the clas-
sical and quantum computers to respectively tame the
Hilbert space and evolve it, the proposed heterogeneous
framework profits in the exploration of time dependent,
non-equilibrium, and finite density systems inaccessible
to classical computations alone.
Our work represents one step toward solving QCD with

NISQ era quantum computers to address Grand Chal-
lenge problems in nuclear and high-energy physics.
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� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 2. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 2.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-

|pi / p p U
(m)
p

U
(m)
step

|hi / Uh h

|ei U
(m)
e e ⌘

|n�i /

Ucount

n�

Uh|nai / nA

|nbi / nB

FIG. 2. Circuit for the m
th step

Operation Complexity Operator Appendix

count particles N log2(N) Ucount C

decide emission N
3

Ue D

create history N
4

Uh E

adjust particles N Up F

TABLE II. Complexity of the various quantum circuit oper-
ations.

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

Operation Number of Standard Gates

Count Particles 5⇥ [
Plog2(k)+3

n=3 34n� 27 ]

Decide Emission (k + 1)3 ⇥ [99 log2(k + 1)� 27]

Create History 5⇥ [
Plog2(k)+3

n=3 32n� 27] +
P

b[6(k + 1)3

⇥(2b� 1)[33(3 log2(k + 1) + b+ 3)� 27]]

Adjust Particles k ⇥M ⇥ [5 + 34 +
Plog2(k)

n=3 34n� 27]

TABLE III. Number of standard quantum gates (single qubit
gates and CNOT gates) necessary for each of the four main
operations.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.

1 While the standard parton shower-inspired MCMC algorithm
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FIG. 1. The rightmost nodes of the above binary tree (leaves)
uniquely correspond to trajectories in {L,R}N where L repre-
sents going left and R represents going right at a given node.
As a generative model, trajectories are sampled according to
the square of the quantum amplitude of the path through the
tree.

Consider the following minimal change to the tree:
there is a spin state associated with each depth. Only
the spin at the leaf is observable and the amplitudes AL

and AR depend on the state of the spin. Now, there are
many possible paths that correspond to reaching a single
leaf. One way to visualize this is illustrated in Fig. 2.
There are two copies of the tree, one for spin up and one
for spin down. At each step, the system can move be-
tween trees or stay on the same tree and then move left
or right. The observable final state is the leaf location
and the final tree (spin). The amplitudes for going left
and right are now spin-dependent. At a given step, the
eight possible amplitudes are As1,s2

h (n) for h 2 {L,R}

and si 2 {", #}, where s1 is the initial spin and s2 is the
final spin. Since only the final spin is observable, the
amplitude to transition from spin s0 to sN is given by

As0,sN =
X

~s02{#,"}N
s00=s0,s0N=sN

NY

n=1

A
s0n�1,s

0
n

�n
(n) . (1)

For convenience, the 8 amplitudes for a given step are
parameterized as

A##
L (n) = cos(✓LF (n)) sin(✓1(n)) (2)

A#"
L (n) = sin(✓LF (n)) sin(✓3(n))

A""
L (n) = cos(✓LF (n)) sin(✓2(n))

A"#
L (n) = sin(✓LF (n)) sin(✓4(n))

A##
R (n) = cos(✓RF (n)) cos(✓1(n))

A#"
R (n) = sin(✓RF (n)) cos(✓3(n))

A""
R (n) = cos(✓RF (n)) cos(✓2(n))

A"#
R (n) = sin(✓RF (n)) cos(✓4(n))

While there may be multiple applications of this quan-
tum tree, one motivation is the parton shower in quantum
chromodynamics (QCD) where quarks or gluons radiate
gluons (going left in the tree) at decreasing angles (deeper
n). The connection with QCD is not exact (in part be-
cause of unitarity violation - see Sec. IIID), but the work
presented here is an important step toward an inherently
quantum parton shower algorithm.
The quantum tree including the full interference e↵ects

caused by cross-terms in the sum over all spin histories for

A
""
L A

""
RA

##
L A

##
R

A
"#
L A

"#
R A

#"
L A

#"
R

FIG. 2. The same setup as in Fig. 1, except that now there is
a spin state associated with every depth in the tree. This can
be represented by two trees: one for spin down (left) and one
for spin up (right). The system can move between trees, but
only the final tree (spin) and leaf are observable. The eight
possible amplitudes for a given step are indicated with A

s1,s2
L/R ,

where s1 is the initial spin and s2 is the final spin.

a given leaf can not be implemented in a simple MCMC.
One method for correctly sampling from the distribution
of leafs and final spins is to sum over all paths to compute
the probabilities for each state. For a tree of depthN , the
calculation of the total amplitude would naively scale as
4N since there are 4 possibilities at every node: move left
and flip the spin, move right and flip the spin, move left
and don’t flip the spin, move right and don’t flip the spin.
For simplicity, we assume that the amplitude to move left
with a spin flip is zero (✓3 = ✓4 = 0) - in that case, the
naive scaling is 3N . In practice, a more e�cient scheme
to calculate the full probability distribution is possible
by reusing calculations. We further simplify the problem
by setting ✓LF = ✓RF = ✓F and labeling ✓1 = ✓#, ✓2 = ✓".
One way to e�ciently calculate the probability distri-

bution is to represent the problem as a set of matrix mul-
tiplications. To see this, consider the leaf corresponding
to never taking the left branch. The probability for the
two possible states (spin up or spin down) requires sum-
ming over all possible spin trajectories. If the initial spin

is |ii for |#i =

✓
1
0

◆
and |"i =

✓
0
1

◆
, then one can com-

pute the full probability distribution of the final spin |fi
by matrix multiplication:

|fi =
NY

n=1

�(n) |ii ,�(n) =

✓
A##

R (n) A"#
R (n)

A#"
R (n) A""

R (n)

◆
. (3)

Therefore, the amplitude for the right-move only case can
be computed with O(N) multiplications. The same logic
applies to the calculation of the amplitude for exactly
one left branch at step k:

|fi =
NY

n=k+1

�(n)⇥A(k)⇥
k�1Y

n=1

�(n) |ii , (4)

where

A(k) =

✓
A##

L (k) 0
0 A""

L (k)

◆
. (5)

 I therefore believe it's true that with a suitable class 
of quantum machines you could imitate any quantum 

system, including the physical world. - Feynman

The future
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Goal: implement our system’s Hamiltonian (e.g. the SM) in 
a proxy system (“quantum computer”) and let it evolve.

Quantum computers

Image credit: Flip Tanedo

What can be a proxy system?

…any quantum system, like 
a collection of spins.
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The best quantum computer is the one that looks 
just like the system you are trying to model!

Image credit: https://www3.physik.uni-stuttgart.de/TR21/en/about/research.php

Analog versus Digital Quantum Circuits

Goal: implement our system’s Hamiltonian (e.g. the SM) in 
a proxy system (“quantum computer”) and let it evolve.

https://www3.physik.uni-stuttgart.de/TR21/en/about/research.php
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The best quantum computer is the one that looks 
just like the system you are trying to model!

Image credit: CERN

Not always 

possible!

Goal: implement our system’s Hamiltonian (e.g. the SM) in 
a proxy system (“quantum computer”) and let it evolve.
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In this setup, the possibilities are 
endless; the key is efficiency.

Goal: implement our system’s Hamiltonian (e.g. the SM) in 
a proxy system (“quantum computer”) and let it evolve.



13Modern Universal Quantum Computers

I’m not going to talk about hardware, 
though it is an exciting topic.

There is no consensus on architecture, but many efforts for 
universal quantum computing use superconductors. 



14Modern Universal Quantum Computers

There is no consensus on architecture, but many efforts for 
universal quantum computing use superconductors. 

classical computing in the 1960’s

IBM 7090

IBM Q

quantum computing now

I’m not going to talk about hardware, 
though it is an exciting topic.



15State-of-the-art quantum computers

The best quantum computers have O(10) qubits 
with O(1) connections per qubit and can stay 

coherent for O(1000) operations.

A qubit is an abstract representation of a 
quantum system that can be in a superposition 

of two states (often thought of as a spin)

This is one of IBM’s 20-qubit 
quantum computers.  Lines 

represent connections.  



16Programming

Just like a classical computer, one can write 
programs for a universal quantum computer.
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Just like a classical computer, one can write 
programs for a universal quantum computer. 3

� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 3. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 3.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-

|0i

|0i U2 U3

U4

|0i U1 • U5

FIG. 2. Circuit for the m
th step

|pi / p p U
(m)
p

U
(m)
step

|hi / Uh h

|ei U
(m)
e e ⌘

|n�i /

Ucount

n�

Uh|nai / nA

|nbi / nB

FIG. 3. Circuit for the m
th step

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.
Figures 4 and 5 present the normalized di↵erential

cross sections of four examples from a class of observ-
ables,

P
i
✓
↵

i
, for both classical simulations/calculations,

quantum simulations, and measurements with an IBM
quantum computer (IBM Q 5 Tenerife). The quantum
computer has five qubits, so N = 4 is the maximum
number of steps that can be modeled. When interference
e↵ects are turned o↵ (gLR = 0), we find an excellent
agreement between both the classical and quantum sim-
ulations as well as the quantum computer measurements.

1 While the standard parton shower-inspired MCMC algorithm
fails, we have discovered a quantum-inspired classical algorithm
that can e�ciently sample from the full probability distribution
- see Appendix J.
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Just like a classical computer, one can write 
programs for a universal quantum computer. 3

� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 3. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 3.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-

|0i

|0i U2 U3

U4

|0i U1 • U5

FIG. 2. Circuit for the m
th step

|pi / p p U
(m)
p

U
(m)
step

|hi / Uh h

|ei U
(m)
e e ⌘

|n�i /

Ucount

n�

Uh|nai / nA

|nbi / nB

FIG. 3. Circuit for the m
th step

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.
Figures 4 and 5 present the normalized di↵erential

cross sections of four examples from a class of observ-
ables,

P
i
✓
↵

i
, for both classical simulations/calculations,

quantum simulations, and measurements with an IBM
quantum computer (IBM Q 5 Tenerife). The quantum
computer has five qubits, so N = 4 is the maximum
number of steps that can be modeled. When interference
e↵ects are turned o↵ (gLR = 0), we find an excellent
agreement between both the classical and quantum sim-
ulations as well as the quantum computer measurements.

1 While the standard parton shower-inspired MCMC algorithm
fails, we have discovered a quantum-inspired classical algorithm
that can e�ciently sample from the full probability distribution
- see Appendix J.

Initialize in the 
ground state.
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Just like a classical computer, one can write 
programs for a universal quantum computer. 3

� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 3. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 3.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-

|0i

|0i U2 U3

U4

|0i U1 • U5

FIG. 2. Circuit for the m
th step

|pi / p p U
(m)
p

U
(m)
step

|hi / Uh h

|ei U
(m)
e e ⌘

|n�i /

Ucount

n�

Uh|nai / nA

|nbi / nB

FIG. 3. Circuit for the m
th step

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.
Figures 4 and 5 present the normalized di↵erential

cross sections of four examples from a class of observ-
ables,

P
i
✓
↵

i
, for both classical simulations/calculations,

quantum simulations, and measurements with an IBM
quantum computer (IBM Q 5 Tenerife). The quantum
computer has five qubits, so N = 4 is the maximum
number of steps that can be modeled. When interference
e↵ects are turned o↵ (gLR = 0), we find an excellent
agreement between both the classical and quantum sim-
ulations as well as the quantum computer measurements.

1 While the standard parton shower-inspired MCMC algorithm
fails, we have discovered a quantum-inspired classical algorithm
that can e�ciently sample from the full probability distribution
- see Appendix J.

Apply unitary matrix 
U1 to the third qubit



20Programming

Just like a classical computer, one can write 
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� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 3. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 3.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-

|0i

|0i U2 U3

U4

|0i U1 • U5

FIG. 2. Circuit for the m
th step

|pi / p p U
(m)
p

U
(m)
step

|hi / Uh h

|ei U
(m)
e e ⌘

|n�i /

Ucount

n�

Uh|nai / nA

|nbi / nB

FIG. 3. Circuit for the m
th step

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.
Figures 4 and 5 present the normalized di↵erential

cross sections of four examples from a class of observ-
ables,

P
i
✓
↵

i
, for both classical simulations/calculations,

quantum simulations, and measurements with an IBM
quantum computer (IBM Q 5 Tenerife). The quantum
computer has five qubits, so N = 4 is the maximum
number of steps that can be modeled. When interference
e↵ects are turned o↵ (gLR = 0), we find an excellent
agreement between both the classical and quantum sim-
ulations as well as the quantum computer measurements.

1 While the standard parton shower-inspired MCMC algorithm
fails, we have discovered a quantum-inspired classical algorithm
that can e�ciently sample from the full probability distribution
- see Appendix J.

Apply unitary matrix U2 to 
the second qubit when the 

third is 0, else apply U3.
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� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 3. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 3.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-
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U4

|0i U1 • U5

FIG. 2. Circuit for the m
th step
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FIG. 3. Circuit for the m
th step

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.
Figures 4 and 5 present the normalized di↵erential

cross sections of four examples from a class of observ-
ables,

P
i
✓
↵

i
, for both classical simulations/calculations,

quantum simulations, and measurements with an IBM
quantum computer (IBM Q 5 Tenerife). The quantum
computer has five qubits, so N = 4 is the maximum
number of steps that can be modeled. When interference
e↵ects are turned o↵ (gLR = 0), we find an excellent
agreement between both the classical and quantum sim-
ulations as well as the quantum computer measurements.

1 While the standard parton shower-inspired MCMC algorithm
fails, we have discovered a quantum-inspired classical algorithm
that can e�ciently sample from the full probability distribution
- see Appendix J.

Apply unitary matrix U4 to 
both the first and second 
quits when the third is 0.
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� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 3. At each step, there are four operations, which are
summarized in Table II.
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R
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|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 3.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-
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FIG. 2. Circuit for the m
th step
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FIG. 3. Circuit for the m
th step

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.
Figures 4 and 5 present the normalized di↵erential

cross sections of four examples from a class of observ-
ables,

P
i
✓
↵

i
, for both classical simulations/calculations,

quantum simulations, and measurements with an IBM
quantum computer (IBM Q 5 Tenerife). The quantum
computer has five qubits, so N = 4 is the maximum
number of steps that can be modeled. When interference
e↵ects are turned o↵ (gLR = 0), we find an excellent
agreement between both the classical and quantum sim-
ulations as well as the quantum computer measurements.

1 While the standard parton shower-inspired MCMC algorithm
fails, we have discovered a quantum-inspired classical algorithm
that can e�ciently sample from the full probability distribution
- see Appendix J.

Measure all 
the qubits
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In practice: only* controlled operation that is allowed is CNOT 
(swap if 1 otherwise do nothing) … need to decompose. 

10

Appendix G: Circuit with no � ! ff̄

This allows us to drastically simplify our quantum cir-
cuit, since all we need now is a qubit which represents
the fermion and a boson register, with N qubits, which
keeps track of whether or not a boson was emitted at
a given time step. This boson register is the equivalent
to the emission register plus the particle register in the
general circuit. We no longer need a history register,
since we know the fermion is the only particle which can
emit, nor we need the count registers since in this limit
the probability of a boson being emitted only depends on
the flavor of the fermion. The full evolution can be car-
ried out with the much simpler circuit shown in Figure
11. The U and U

† gates are the same as in (B2), while

|�nT i U
A
n U

B
n

. . . . . .

|�1i U
A
1 U

B
1

|fi U • • U
†

FIG. 11. A quantum shower for the interfering model with
no � ! ff̄ splitting.

the U
H

i
gates (where H = R, L) are represented by the

matrices

U
H

i
=

 p
�H,i �p

qH,ip
qH,i

p
�H,i

!
, (G1)

which encode the amplitude for the fermion to emit or
not emit a boson at a given time step. These gates are
controlled on the fermion state since the gate parameters
depend on the flavor of the fermion. It is obvious that
the scaling of generating a single event with the number
of time steps is linear.

It is a result of the fact that the quantum algorithm
could theoretically be implemented on only 2 qubits. At
each time step the Ua and Ub gates are conditionally ap-
plied to a new qubit, but after that the qubit is left alone
until the final measurement at the end on the evolution.
Therefore, at each time step we could measure the qubit
on which the U gates act on, store the result, reset it to
the initial |0i state and reuse it for the next time step.
The reason we did not do this above is that this routine
of sequential measurements on the same qubit cannot be
implemented e�ciently on current hardware yet. A most
general version of the circuit in Figure 11 would be the
following:

|�i
U1

|0i
U2

|0i . . .

UN
|fi . . .

where N is the total number of time steps and Ui is a
general two qubit gate which can be represented by a

unitary 4x4 matrix. At each time step I am recording
the measurement on the second qubit, and at the very
end I also measure the first qubit, hence generating one
event.

Appendix H: Gate decomposition

We first use the well known result

X • X

=

U U

In our case the gate U consists of a RY (✓) rotation
gate. Furthermore, we use the fact that for an arbitrary
controlled-U operation, one has

• • • P

=

U C B A

where

P =

 
1 0

0 e
i 

!
, (H1)

and the following conditions are satisfied

U = exp(i )AXBXC ; ABC = I . (H2)

To apply this to the controlled-RY (✓) gate we let

A = RY (↵) B = RY (�) C = RY (↵) , (H3)

where ↵, � and  satisfy

↵ =
✓

4
� = �✓

2
,  = 0 . (H4)

Therefore, we have found gates A, B, C, P (where P

is the trivial identity matrix) that satisfy all conditions.
Using this information one finds that each time step re-
quires a total of 12 simple quantum gates (8 single qubit
gates and four CNOT gates), and in addition two trans-
formations are required at the beginning and end of the
circuit which also consist of single qubit gates. Generat-
ing a single event therefore requires a total of

ngates = 12N + 2 (H5)

single qubit and CNOT gates.

Appendix I: Circuit Decomposition

We now explain in some detail how to break down the
operations in our quantum circuit into standard quantum
gates (single qubit gates and CNOT gates), so that we

CNOT

There is no compiler … need to do 
circuit decomposition by hand (!)

“controlled not”

*Some computers are starting to have other basic operations, like the SWAP.
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In practice: only controlled operation that is allowed is CNOT 
(swap if 1 otherwise do nothing) … need to decompose. 

Circuit implementation is architecture-dependent 
need to know what connections are available

(can swap, but cannot copy (“clone”) qubits!)



Circuit implementation is architecture-dependent 
need to know what connections are available

In practice: only controlled operation that is allowed is CNOT 
(swap if 1 otherwise do nothing) … need to decompose. 

25Challenges with current computers

Most importantly: current quantum 
computers are super noisy.  Need to 

minimize number of operations. 

5

FIG. 4. The probability of finding an e
+
e
� pair in the two-

spatial-site Schwinger model from the initial empty state fol-
lowing time evolution with UT (t, �t). In the unshaded region,
the blue points (triangle markers with visible error bars) are
quadratic extrapolations to zero noise using the data above
each point at increasing values of the noise parameter, r. (260
IBM allocation units and ⇠ 3.6 QPU·s)

We have optimized the sequence of operations in a first-
order Trotterization. While Trotterization bypasses the
classical resources needed in the previous time evolution
implementation to solve for the 9 angles of a symmet-
ric SU(4) matrix, its demand for long coherence times
is not satisfied with the T2 times available on current
quantum hardware. Using the reported gate specifica-
tions of ibmqx2 in terms of pulse sequences and their
temporal extent, the T2 coherence time of the device is
reached after ⇠ 10 time steps. This can be seen in Fig. 4
where the Trotterized evolution with �t = 0.1 saturates
to the classical probability of 0.5 after a small number of
steps—quantum coherence has been lost. This limitation
in the number of coherent time steps encourages the use
of larger values of �t (top data in shaded region), trading
accuracy of the Trotterization for coherence maintained
further into the time evolution. Even with this trade o↵,
this method is currently unable to explore the low-energy
structure of the dynamic fluctuations.

V. DISCUSSION AND OUTLOOK

Our work has identified key areas of future develop-
ment needed to robustly explore quantum field theories
with (imperfect) universal quantum computers. In order
to explore more complex dynamics such as the scatter-
ing of hadrons or the time evolution of charge screen-
ing, a balance between the short-depth circuits of exact
SU(2n) propagator evolution and the manageable classi-
cal resources required to Trotterize must be developed.
Regardless of the chosen method of time evolution, classi-

cal pre- and post-processing will continue to be invaluable
for scientifically-relevant calculations on near-term quan-
tum computers. By enforcing Gauss’s law, momentum
projecting states, and imposing the discrete symmetry
of parity, the exponential growth of the Schwinger model
Hilbert space has been softened su�ciently to achieve cal-
culations on IBMs superconducting quantum hardware.
This reduction has made possible the exploration of static
and dynamic observables within the current and foresee-
able experimental quantum computing landscape lacking
quantum error correction and limited by coherence times
and gate fidelities. Requiring such a classical reduction
in the process of building the physical, projected basis
admittedly does not allow for advantage in the Hilbert
space dimensionality accessible to the quantum vs classi-
cal computation. However, the space of advantage is mul-
tidimensional. By combining the strengths of the clas-
sical and quantum computers to respectively tame the
Hilbert space and evolve it, the proposed heterogeneous
framework profits in the exploration of time dependent,
non-equilibrium, and finite density systems inaccessible
to classical computations alone.
Our work represents one step toward solving QCD with

NISQ era quantum computers to address Grand Chal-
lenge problems in nuclear and high-energy physics.
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CNOT → CNOT3

CNOT → CNOT7

CNOT → CNOT5

N.B. CNOT2 

= identity

N. Klco et al., Phys. Rev. A 98, 032331 (2018)
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26Potential of quantum computers

Caveats aside, there is a good reason to be excited.

There have been impressive leaps in hardware, “firmware”, 
& algorithms in the last years and interest has exploded.

Will you have a QPU in your laptop 5 years from now?

No.  But you may be able to run on a QPU in 
5 years that allows you to make a 

calculation that was not possible before (!)

perhaps some misguided … 



27Potential of quantum computers

Caveats aside, there is a good reason to be excited.

There have been impressive leaps in hardware, “firmware”, 
& algorithms in the last years and interest has exploded.

Will you have a QPU in your laptop 5 years from now?

No.  But you may be able to run on a QPU in 
5 years that allows you to make a 

calculation that was not possible before (!)

perhaps some misguided … 
Now on to QFT!



28Quantum Field Theory

Why is this more challenging than e.g. quantum 
chemistry?  (the “early” scientific adapter of QC)

→ Continuous degrees of freedom (every spacetime point) 
+ discrete and continuous quantum numbers.

Image credit: http://lpc-clermont.in2p3.fr/IMG/theorie/LQCD2.jpg Image credit: https://en.wikipedia.org/wiki/Feynman_diagram

Two traditional approaches:

Lattice
Perturbation theory

http://lpc-clermont.in2p3.fr/IMG/theorie/LQCD2.jpg
https://en.wikipedia.org/wiki/Feynman_diagram


29Quantum Field Theory

Image credit: http://lpc-clermont.in2p3.fr/IMG/theorie/LQCD2.jpg Image credit: https://en.wikipedia.org/wiki/Feynman_diagram

Lattice
Perturbation theory

Pro: Full theory

Con: Dynamics are too hard
(already using super computers)

Pro: Can do high-
energy dynamics

Con: An approximation
…and combinatorially many diagrams

http://lpc-clermont.in2p3.fr/IMG/theorie/LQCD2.jpg
https://en.wikipedia.org/wiki/Feynman_diagram
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Image credit: http://lpc-clermont.in2p3.fr/IMG/theorie/LQCD2.jpg Image credit: https://en.wikipedia.org/wiki/Feynman_diagram

Lattice
Perturbation theory

Pro: Full theory

Con: Dynamics are too hard
(already using super computers)

Pro: Can do high-
energy dynamics

Con: An approximation

http://lpc-clermont.in2p3.fr/IMG/theorie/LQCD2.jpg
https://en.wikipedia.org/wiki/Feynman_diagram


31“Quantum effects” in high energy scattering 

Let me take a step back and describe where we 
are in modeling inference & entanglement for 

high energy scattering experiments.
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Simulation at the Large 
Hadron Collider: 

length scales from 
10-20 m to 1 m (!)

Image inspired by JHEP 02 (2009) 007

…only possible because 
of the Markov Property: 

physics at different 
scales factorizes



32“Quantum effects” in high energy scattering 

Let me take a step back and describe where we 
are in modeling inference & entanglement for 

high energy scattering experiments.
Image inspired by JHEP 02 (2009) 007

Step 1: “Hard scatter”

very hard for lattice 
methods because high 

energy = fine grid
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Let me take a step back and describe where we 
are in modeling inference & entanglement for 

high energy scattering experiments.
Image inspired by JHEP 02 (2009) 007

Step 1: “Hard scatter”

Step 2: “Matching”
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Let me take a step back and describe where we 
are in modeling inference & entanglement for 

high energy scattering experiments.

Step 1: “Hard scatter”

Image inspired by JHEP 02 (2009) 007

Step 2: “Matching”

Step 3: “Parton Shower”
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Let me take a step back and describe where we 
are in modeling inference & entanglement for 

high energy scattering experiments.

Step 1: “Hard scatter”

Image inspired by JHEP 02 (2009) 007

Step 2: “Matching”

Step 3: “Parton Shower”

Step 4: “Hadronization”



36“Quantum effects” in high energy scattering 

Let me take a step back and describe where we 
are in modeling inference & entanglement for 

high energy scattering experiments.

Step 1: “Hard scatter”

Image inspired by JHEP 02 (2009) 007

Step 2: “Matching”

Step 3: “Parton Shower”

Step 4: “Hadronization”

Step 5: Detector sim.
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them for machine learning!Boosted decision tree
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“Quantum effects” for matching
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Multiple possible 
diagrams = interference

proton proton → two W 
bosons and two b-quarks

Analysis Team: T. Eifert, C. Herwig, BPN
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More complicated, but recent 
innovations are bringing to the 
same status as previous slide.
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“Quantum effects” for matching

proton proton → two W 
bosons and two b-quarks

Analysis Team: T. Eifert, C. Herwig, BPN
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~SOLVED WITH 
CLASSICAL 

COMPUTERS 

More complicated, but recent 
innovations are bringing to the 
same status as previous slide.



41

]2)ungroomed
T

 / psoft drop[(m
10

log
4.5− 4− 3.5− 3− 2.5− 2− 1.5− 1− 0.5−

]2 )
un

gr
oo

m
ed

T
 / 

p
so

ft 
dr

op
[(m

10
 / 

d 
lo

g
σ

) d
 

re
su

m
σ

(1
 / 0.1

0.2

0.3

0.4

0.5

0.6 ATLAS
-1= 13 TeV, 32.9 fbs

 > 600 GeVlead
T

 R=0.8, ptanti-k

 = 0.1
cut

 = 2, zβSoft drop, 

Data
Pythia 8.1
Sherpa 2.1
Herwig++ 2.7
LO+NNLL, large NP effects
LO+NNLL
NLO+NLL
NLO+NLL+NP

]2 )
un

gr
oo

m
ed

T
 / 

p
so

ft 
dr

op
[(m

10
 / 

d 
lo

g
σ

) d
 

re
su

m
σ

(1
 / 

0.2

0.4

0.6

ATLAS
-1= 13 TeV, 32.9 fbs

 > 600 GeVlead
T

 R=0.8, ptanti-k
 = 0.1

cut
 = 0, zβSoft drop, 

4− 3− 2− 1−

0.5
1

1.5

4− 3− 2− 1−
0.5

1
1.5

Data
Pythia 8.1
Sherpa 2.1
Herwig++ 2.7
LO+NNLL, large NP effects
LO+NNLL
NLO+NLL
NLO+NLL+NP

Ra
tio

 to
 D

at
a

“Quantum effects” for the parton shower

proton proton → two 
jets of hadrons

This is a complex 
many-body 

quantum system!

(easily hundreds of particles!)

log(Dimensionless jet mass)

Go-to solution: Markov Chan Monte Carlo.  This ignores most 
“quantum” effects; full effects can be (painstakingly) included 

for some specific observables on a case-by-case basis.

Phys. Rev. Lett. 121 (2018) 152002
Analysis Team: BPN, J. Roloff, M. Swiatlowski
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Go-to solution: Markov Chan Monte Carlo.  This ignores most 
“quantum” effects; full effects can be (painstakingly) included 

for some specific observables on a case-by-case basis.
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proton proton → two 
jets of hadrons

(easily hundreds of particles!)

NOT SOLVED IN 
GENERAL!
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44How might we solve this?

Final state radiation is a complex many-body quantum system.

Perhaps quantum tools can be used to 
incorporate quantum degrees of freedom!
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45Whet your appetite 

Let’s think of a parton 
shower like a tree.

2

FIG. 1. The rightmost nodes of the above binary tree (leaves)
uniquely correspond to trajectories in {L,R}N where L repre-
sents going left and R represents going right at a given node.
As a generative model, trajectories are sampled according to
the square of the quantum amplitude of the path through the
tree.

Consider the following minimal change to the tree:
there is a spin state associated with each depth. Only
the spin at the leaf is observable and the amplitudes AL

and AR depend on the state of the spin. Now, there are
many possible paths that correspond to reaching a single
leaf. One way to visualize this is illustrated in Fig. 2.
There are two copies of the tree, one for spin up and one
for spin down. At each step, the system can move be-
tween trees or stay on the same tree and then move left
or right. The observable final state is the leaf location
and the final tree (spin). The amplitudes for going left
and right are now spin-dependent. At a given step, the
eight possible amplitudes are As1,s2

h (n) for h 2 {L,R}

and si 2 {", #}, where s1 is the initial spin and s2 is the
final spin. Since only the final spin is observable, the
amplitude to transition from spin s0 to sN is given by

As0,sN =
X

~s02{#,"}N
s00=s0,s0N=sN

NY

n=1

A
s0n�1,s

0
n

�n
(n) . (1)

For convenience, the 8 amplitudes for a given step are
parameterized as

A##
L (n) = cos(✓LF (n)) sin(✓1(n)) (2)

A#"
L (n) = sin(✓LF (n)) sin(✓3(n))

A""
L (n) = cos(✓LF (n)) sin(✓2(n))

A"#
L (n) = sin(✓LF (n)) sin(✓4(n))

A##
R (n) = cos(✓RF (n)) cos(✓1(n))

A#"
R (n) = sin(✓RF (n)) cos(✓3(n))

A""
R (n) = cos(✓RF (n)) cos(✓2(n))

A"#
R (n) = sin(✓RF (n)) cos(✓4(n))

While there may be multiple applications of this quan-
tum tree, one motivation is the parton shower in quantum
chromodynamics (QCD) where quarks or gluons radiate
gluons (going left in the tree) at decreasing angles (deeper
n). The connection with QCD is not exact (in part be-
cause of unitarity violation - see Sec. IIID), but the work
presented here is an important step toward an inherently
quantum parton shower algorithm.
The quantum tree including the full interference e↵ects

caused by cross-terms in the sum over all spin histories for

A
""
L A

""
RA

##
L A

##
R

A
"#
L A

"#
R A

#"
L A

#"
R

FIG. 2. The same setup as in Fig. 1, except that now there is
a spin state associated with every depth in the tree. This can
be represented by two trees: one for spin down (left) and one
for spin up (right). The system can move between trees, but
only the final tree (spin) and leaf are observable. The eight
possible amplitudes for a given step are indicated with A

s1,s2
L/R ,

where s1 is the initial spin and s2 is the final spin.

a given leaf can not be implemented in a simple MCMC.
One method for correctly sampling from the distribution
of leafs and final spins is to sum over all paths to compute
the probabilities for each state. For a tree of depthN , the
calculation of the total amplitude would naively scale as
4N since there are 4 possibilities at every node: move left
and flip the spin, move right and flip the spin, move left
and don’t flip the spin, move right and don’t flip the spin.
For simplicity, we assume that the amplitude to move left
with a spin flip is zero (✓3 = ✓4 = 0) - in that case, the
naive scaling is 3N . In practice, a more e�cient scheme
to calculate the full probability distribution is possible
by reusing calculations. We further simplify the problem
by setting ✓LF = ✓RF = ✓F and labeling ✓1 = ✓#, ✓2 = ✓".
One way to e�ciently calculate the probability distri-

bution is to represent the problem as a set of matrix mul-
tiplications. To see this, consider the leaf corresponding
to never taking the left branch. The probability for the
two possible states (spin up or spin down) requires sum-
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Therefore, the amplitude for the right-move only case can
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Discretize “time”.

At each “time”, a particle 
can radiate (go left) or 
not radiate (go right).
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Quantum computers provide an opportunity to sample from probability distributions that include
non-trivial interference e↵ects between a large number of amplitudes of binary trees. Using a simple
process wherein all possible state histories can be specified by a binary tree, we construct an explicit
quantum algorithm that runs in polynomial time to sample from the process once. An interesting
feature of these binary trees is that the they are not unitary, but can still be sampled on a quantum
computer.

I. INTRODUCTION

Quantum algorithms are promising for various indus-
trial and scientific applications because of their capacity
to explore exponentially many states with a linear num-
ber of quantum bits. One of the most well-studied classes
of quantum algorithms is the quantum walk [1]. Like
the classical random walk, the quantum variants have
found widespread use for enhancing a variety of quan-
tum calculations and simulations [2, 3]. While quantum
walks are fundamentally di↵erent from classical random
walks, there are limits in which the quantum algorithm
approaches the classical one [4].

A useful feature of a classical random walk is that it
can be e�ciently simulated using a Markov Chain Monte
Carlo (MCMC) because subsequent motion depends only
on the current position and not the prior history. This
MC property is at the core of some algorithms that sim-
ulate many-body physical systems where the generative
process is approximately local. For such physical systems
that also have important quantum properties, the speed
from the MCMC is traded o↵ against the accuracy of an
inherently quantum simulation. One such physical sys-
tem is the parton shower in high energy physics [5], where
a quark or a gluon radiates a shower of nearly collinear
quarks and gluons. Genuine quantum e↵ects can be ap-
proximated as corrections to the MCMC [6], but cannot
be directly implemented e�ciently in a classical MCMC
approach.

Consider the following quantum tree: at every step, a
spin 1/2 particle can move one unit left or one unit right.
After N steps, this system forms a binary tree with 2N

paths. In contrast to a traditional quantum walk, we
assume that the path is observable, so moving left and
then right is not the same as moving right and then left.
For this reason, there is a 1-1 correspondence between the
leaves of the tree and the path taken, and the space of
measurement outcomes is more naturally {L,R}

N than
Z.
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When the quantum amplitude for moving left is in-
dependent of the spin or if the spin changes determinis-
tically with time, this tree can be e�ciently and accu-
rately simulated with a classical MCMC. However, when
either of these conditions are violated, a classical MCMC
fails to produce the correct probability distribution over
final states. While quantum walks with time/space de-
pendence have been studied in the literature [4, 7–10]
and there are some similarities to quantum algorithms
for decision trees [11], our quantum tree requires a new
approach.
In order to e�ciently sample from the quantum tree,

we introduce a new quantum algorithm that achieves an
exponential speedup over an e�cient classical calculation
of the full final state probability distribution. In addi-
tion, we provide an explicit quantum circuit which im-
plements the algorithm and demonstrate its performance
on a quantum computer simulation. Interestingly, the fi-
nal result we extract violates unitarity, even though it can
be implemented on a quantum computer. This is qualita-
tively di↵erent from approaches to use non-unitary evo-
lution in quantum walks [12].
This paper is organized as follows. Section II intro-

duces the quantum tree and illustrates how classical al-
gorithms cannot e�ciently sample from its probability
distribution. A solution to this problem is introduced in
Sec. III using a quantum algorithm. An explicit imple-
mentation of the quantum circuit is described in Sec. IV
and numerical results are presented in Sec. V. The paper
ends with conclusions and future outlook in Sec. VI.

II. A CLASSICAL CHALLENGE

Consider a tree like the one shown in Fig. 1, where
the quantum amplitude of a node n is given by AL(n) =
sin(✓1(n)) when going left and AR(n) = cos(✓1(n)) when
going right. The amplitude for reaching a given leaf is
the product over the nodes from its history � 2 {L,R}

N :

Aleaf =
QN

n=1 A�n(n). The probability of paths through
the tree (uniquely specified by a leaf) are distributed ac-
cording to Pr(path) / |Aleaf|

2. One can e�ciency sample
from this distribution in linear time classically using a
MCMC algorithm: at each step, move left or right with
a probability given by |AL/R(n)|
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N.B. not a quantum random walk: 
leaf = history is observable!

Solved by a classical MCMC



46Whet your appetite 
2

FIG. 1. The rightmost nodes of the above binary tree (leaves)
uniquely correspond to trajectories in {L,R}N where L repre-
sents going left and R represents going right at a given node.
As a generative model, trajectories are sampled according to
the square of the quantum amplitude of the path through the
tree.

Consider the following minimal change to the tree:
there is a spin state associated with each depth. Only
the spin at the leaf is observable and the amplitudes AL

and AR depend on the state of the spin. Now, there are
many possible paths that correspond to reaching a single
leaf. One way to visualize this is illustrated in Fig. 2.
There are two copies of the tree, one for spin up and one
for spin down. At each step, the system can move be-
tween trees or stay on the same tree and then move left
or right. The observable final state is the leaf location
and the final tree (spin). The amplitudes for going left
and right are now spin-dependent. At a given step, the
eight possible amplitudes are As1,s2

h (n) for h 2 {L,R}

and si 2 {", #}, where s1 is the initial spin and s2 is the
final spin. Since only the final spin is observable, the
amplitude to transition from spin s0 to sN is given by

As0,sN =
X

~s02{#,"}N
s00=s0,s0N=sN

NY

n=1

A
s0n�1,s

0
n

�n
(n) . (1)

For convenience, the 8 amplitudes for a given step are
parameterized as

A##
L (n) = cos(✓LF (n)) sin(✓1(n)) (2)

A#"
L (n) = sin(✓LF (n)) sin(✓3(n))

A""
L (n) = cos(✓LF (n)) sin(✓2(n))

A"#
L (n) = sin(✓LF (n)) sin(✓4(n))

A##
R (n) = cos(✓RF (n)) cos(✓1(n))

A#"
R (n) = sin(✓RF (n)) cos(✓3(n))

A""
R (n) = cos(✓RF (n)) cos(✓2(n))

A"#
R (n) = sin(✓RF (n)) cos(✓4(n))

While there may be multiple applications of this quan-
tum tree, one motivation is the parton shower in quantum
chromodynamics (QCD) where quarks or gluons radiate
gluons (going left in the tree) at decreasing angles (deeper
n). The connection with QCD is not exact (in part be-
cause of unitarity violation - see Sec. IIID), but the work
presented here is an important step toward an inherently
quantum parton shower algorithm.
The quantum tree including the full interference e↵ects

caused by cross-terms in the sum over all spin histories for
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FIG. 2. The same setup as in Fig. 1, except that now there is
a spin state associated with every depth in the tree. This can
be represented by two trees: one for spin down (left) and one
for spin up (right). The system can move between trees, but
only the final tree (spin) and leaf are observable. The eight
possible amplitudes for a given step are indicated with A

s1,s2
L/R ,

where s1 is the initial spin and s2 is the final spin.

a given leaf can not be implemented in a simple MCMC.
One method for correctly sampling from the distribution
of leafs and final spins is to sum over all paths to compute
the probabilities for each state. For a tree of depthN , the
calculation of the total amplitude would naively scale as
4N since there are 4 possibilities at every node: move left
and flip the spin, move right and flip the spin, move left
and don’t flip the spin, move right and don’t flip the spin.
For simplicity, we assume that the amplitude to move left
with a spin flip is zero (✓3 = ✓4 = 0) - in that case, the
naive scaling is 3N . In practice, a more e�cient scheme
to calculate the full probability distribution is possible
by reusing calculations. We further simplify the problem
by setting ✓LF = ✓RF = ✓F and labeling ✓1 = ✓#, ✓2 = ✓".
One way to e�ciently calculate the probability distri-

bution is to represent the problem as a set of matrix mul-
tiplications. To see this, consider the leaf corresponding
to never taking the left branch. The probability for the
two possible states (spin up or spin down) requires sum-
ming over all possible spin trajectories. If the initial spin

is |ii for |#i =

✓
1
0

◆
and |"i =

✓
0
1

◆
, then one can com-

pute the full probability distribution of the final spin |fi
by matrix multiplication:

|fi =
NY

n=1

�(n) |ii ,�(n) =

✓
A##

R (n) A"#
R (n)

A#"
R (n) A""

R (n)

◆
. (3)

Therefore, the amplitude for the right-move only case can
be computed with O(N) multiplications. The same logic
applies to the calculation of the amplitude for exactly
one left branch at step k:

|fi =
NY

n=k+1

�(n)⇥A(k)⇥
k�1Y

n=1

�(n) |ii , (4)

where

A(k) =

✓
A##

L (k) 0
0 A""

L (k)

◆
. (5)

At each “time”, a particle 
can flip spin (flip trees) 
and radiate (go left) or 
not radiate (go right).
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FIG. 1. The rightmost nodes of the above binary tree (leaves)
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sents going left and R represents going right at a given node.
As a generative model, trajectories are sampled according to
the square of the quantum amplitude of the path through the
tree.
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the spin at the leaf is observable and the amplitudes AL
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While there may be multiple applications of this quan-
tum tree, one motivation is the parton shower in quantum
chromodynamics (QCD) where quarks or gluons radiate
gluons (going left in the tree) at decreasing angles (deeper
n). The connection with QCD is not exact (in part be-
cause of unitarity violation - see Sec. IIID), but the work
presented here is an important step toward an inherently
quantum parton shower algorithm.
The quantum tree including the full interference e↵ects
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FIG. 2. The same setup as in Fig. 1, except that now there is
a spin state associated with every depth in the tree. This can
be represented by two trees: one for spin down (left) and one
for spin up (right). The system can move between trees, but
only the final tree (spin) and leaf are observable. The eight
possible amplitudes for a given step are indicated with A

s1,s2
L/R ,

where s1 is the initial spin and s2 is the final spin.

a given leaf can not be implemented in a simple MCMC.
One method for correctly sampling from the distribution
of leafs and final spins is to sum over all paths to compute
the probabilities for each state. For a tree of depthN , the
calculation of the total amplitude would naively scale as
4N since there are 4 possibilities at every node: move left
and flip the spin, move right and flip the spin, move left
and don’t flip the spin, move right and don’t flip the spin.
For simplicity, we assume that the amplitude to move left
with a spin flip is zero (✓3 = ✓4 = 0) - in that case, the
naive scaling is 3N . In practice, a more e�cient scheme
to calculate the full probability distribution is possible
by reusing calculations. We further simplify the problem
by setting ✓LF = ✓RF = ✓F and labeling ✓1 = ✓#, ✓2 = ✓".
One way to e�ciently calculate the probability distri-

bution is to represent the problem as a set of matrix mul-
tiplications. To see this, consider the leaf corresponding
to never taking the left branch. The probability for the
two possible states (spin up or spin down) requires sum-
ming over all possible spin trajectories. If the initial spin
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Therefore, the amplitude for the right-move only case can
be computed with O(N) multiplications. The same logic
applies to the calculation of the amplitude for exactly
one left branch at step k:
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a given leaf can not be implemented in a simple MCMC.
One method for correctly sampling from the distribution
of leafs and final spins is to sum over all paths to compute
the probabilities for each state. For a tree of depthN , the
calculation of the total amplitude would naively scale as
4N since there are 4 possibilities at every node: move left
and flip the spin, move right and flip the spin, move left
and don’t flip the spin, move right and don’t flip the spin.
For simplicity, we assume that the amplitude to move left
with a spin flip is zero (✓3 = ✓4 = 0) - in that case, the
naive scaling is 3N . In practice, a more e�cient scheme
to calculate the full probability distribution is possible
by reusing calculations. We further simplify the problem
by setting ✓LF = ✓RF = ✓F and labeling ✓1 = ✓#, ✓2 = ✓".
One way to e�ciently calculate the probability distri-
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Let’s think of a parton 
shower like a tree.

Discretize “time”.

Interference from summing 
over intermediate spins!

Classical MCMC fails!
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Linear-time quantum circuit with  
one qubit / step + 1 qubit for the spin. 

go left, given 
spin down

go left, given 
spin up

rotate into non-
interacting basis

4

basis, and use the result to solve for eA##
L and eA""

L in Eqs.
12 and 14 . When we do so we get

eA##
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L
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q
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L(A
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L �A""

L )2 + (A##
L �A""

L )4 + (A##
L �A""

L )2

2(A##
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L )
(18)

eA""
L = A##

L

+
2A2

L(A
##
L �A""

L )q
4A2

L(A
##
L �A""

L )2 + (A##
L �A""

L )4 + (A##
L �A""

L )2
.

(19)

We can then find eA""
R and eA##

R from unitarity conditions
in 9. Of course we could have performed the same deriva-
tion focusing on terms proportional to |Ri instead, in
which case, instead of eq. 17, we would have found

A#"
R = A"#

R ⌘ AR (20)

and

cos� sin�(A##
R �A""

R ) + cos 2�AR = 0 . (21)

B. Tree evolution as an e�cient quantum
algorithm

We now introduce a quantum algorithm which can
solve the system introduced in the previous section in
polynomial time. The algorithm implements the change
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coupled basis and then rotates back to the original ba-
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which lead to the same final leaf and spin.

To illustrate the algorithm consider a tree of the kind
illustrated in Fig. 2 with N total nodes and a spin degree
of freedom. The state which is evolved in our quantum
circuit is given by

| n,N i = |si |�1�2 . . .�n . . .�N i

⌘ | n,N i , (22)

where n denotes how many steps have occured and the
combination of |si and |�1�2 . . .�n . . .�N i is abbreviated
by | n,N i, which determines the node reached after n
steps.
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these qubits uniquely identify a particular node in the

two trees. While we keep track whether the path went
right or left at each step and we measure this information
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we do not keep track of whether the the spin flipped or
not in a particular step, which is why we can reach the
same node with di↵erent spin histories.

The quantum circuit which implements the evolution
is shown in Fig. 3. The |�ii qubits are initialized in the
|0i state while the spin qubit, on the other hand, can be
initialized in any superposition of |0i and |1i. The R gate
is responsible for rotating into the diagonalized basis, it
is given by the 2⇥ 2 real unitary matrix

R =

✓
cos� � sin�
sin� cos�

◆
, (23)

while R† rotates back to the original basis at the end
of the evolution before we perform a measurement. The
U i
"/# gates are also single qubit operations represented by

2 ⇥ 2 real unitary matrices (we drop the step index for
simplicity), which in quantum computing are referred to
as RY rotations:
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◆
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◆
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◆
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eA""
L

◆
, (24)

where we define the basis states on which these matrices

act on as |0i =

✓
1
0

◆
and |1i =

✓
0
1

◆
.

|�N i . . . Un
# Un

"
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# U1

" . . .

|si R • . . . • R†

FIG. 3: Complete quantum circuit which implements full
tree evolution

In general the probabilities of the path to go left or
right (as well as �) could depend on the step, meaning
the matrices U# and U" are di↵erent at each step. If �
is di↵erent, then R†(�)R(�0) operations would need to
be inserted between each step. At the end of the circuit
evolution, we measure all of the qubits and we record the
output. This way we sampled the distribution of final
states and generated one event. This corresponds, in our
tree notation, to reaching a final tree leaf with definite
spin.
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2

classical calculation scales exponentially with the num-
ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
full quantum parton shower algorithm.

To begin, consider a simple quantum field theory, with
two types of fermion fields, f1 and f2, interacting with
one scalar boson � governed by the following Lagrangian:

L =f̄1i(/@ +m1)f1 + f̄2(i/@ +m2)f2 + (@µ�)
2

+ g1f̄1f1�+ g2f̄2f2�+ g12

⇥
f̄1f2 + f̄2f1

⇤
� . (1)

In such a theory, the scalar field � can couple to either
fermion via the coupling constants g1 or g2, or to one
fermion of each type, with coupling constant g12. The
couplings of fermions to scalar bosons occur in the Higgs
sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude

A
i!i

0

n
⌘ A(i ! i

0 + n�), (2)

there are n�1 internal fermions and thus a total of 2n�1

unobservable configurations. For example, to leading or-
der in the coupling constants,

A
1!1
1 = g1Â1(p1) (3)

A
1!1
2 = (g21 + g

2
12)Â2(p1, p2), (4)

where pi is the momentum of boson i and Ân(p1, . . . , pn)
denotes the contribution to the amplitude which does not
involve the coupling constants and is the same for all con-
figurations. Already with two emissions, there is a non-
trivial interference between the f1 swapping twice and
not swapping at all. For the emissions of more bosons,
the combinatorics required to obtain the coupling con-
stant rapidly becomes complicated. Note that in the limit
that g12 ! 0, Ai!i

n
/ g

n

i
.

To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows

Ân(✓1, . . . , ✓n) = Â(✓0|✓1)Â(✓2|✓1) . . . Â(✓n|✓n�1) , (5)

where Â(✓n|✓n�1) denotes the amplitude to emit one par-
ticle at angle ✓n given the angle of the previous emission.
In the limit g12 ! 0, Eq. (5) allows for an e�cient

Markov Chain Monte Carlo (MCMC) method for calcu-
lating high-multiplicity cross sections. This is performed
by introducing two splitting functions

Pi!i�(✓) = g
2
i
P̂ (✓) , (6)

and a no-branching probability (Sudakov factor)

�i(✓1, ✓2) = exp

"
�g

2
i

Z
✓2

✓1

d✓0P̂ (✓0)

#
. (7)

The Sudakov factor encapsulates the virtual (and unre-
solved real) contributions and is responsible for the re-
summation mentioned above. The Sudakov factor and
splitting function satisfy the unitarity relation

�i(✓1, ✓2) +

Z
✓2

✓1

d✓ Pi(✓)�(✓1, ✓) = 1 . (8)

Using the splitting function and Sudakov factor, a clas-
sical parton shower algorithm would predict the cross-
sections to be

�n,i(✓1, ..., ✓n) = g
2n
i

"
nY

i=1

�(✓i�1, ✓i)P̂ (✓i)

#
�(✓n, ✏) .

(9)

One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
type of fermion can be treated using a density matrix for-
malism [17], where each splitting function is represented
through a splitting matrix as

Pi!j�(✓) |fii hfj | . (10)

In the limit of g12 ! 0 we have Pi!j�(✓) ! �i,jg
2
i
P̂ (✓),

but for non-zero g12 the full matrix structure of the split-
ting function needs to be retained. The complexity of
taking this into account to all orders, reduces to the full
amplitude calculation.
In what follows, we construct a quantum algorithm

to sample from the full amplitude, including all interfer-
ence e↵ects. We consider the complete case, including

2

classical calculation scales exponentially with the num-
ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
full quantum parton shower algorithm.

To begin, consider a simple quantum field theory, with
two types of fermion fields, f1 and f2, interacting with
one scalar boson � governed by the following Lagrangian:

L =f̄1i(/@ +m1)f1 + f̄2(i/@ +m2)f2 + (@µ�)
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+ g1f̄1f1�+ g2f̄2f2�+ g12
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f̄1f2 + f̄2f1

⇤
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In such a theory, the scalar field � can couple to either
fermion via the coupling constants g1 or g2, or to one
fermion of each type, with coupling constant g12. The
couplings of fermions to scalar bosons occur in the Higgs
sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude
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where pi is the momentum of boson i and Ân(p1, . . . , pn)
denotes the contribution to the amplitude which does not
involve the coupling constants and is the same for all con-
figurations. Already with two emissions, there is a non-
trivial interference between the f1 swapping twice and
not swapping at all. For the emissions of more bosons,
the combinatorics required to obtain the coupling con-
stant rapidly becomes complicated. Note that in the limit
that g12 ! 0, Ai!i
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To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows

Ân(✓1, . . . , ✓n) = Â(✓0|✓1)Â(✓2|✓1) . . . Â(✓n|✓n�1) , (5)

where Â(✓n|✓n�1) denotes the amplitude to emit one par-
ticle at angle ✓n given the angle of the previous emission.
In the limit g12 ! 0, Eq. (5) allows for an e�cient

Markov Chain Monte Carlo (MCMC) method for calcu-
lating high-multiplicity cross sections. This is performed
by introducing two splitting functions
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and a no-branching probability (Sudakov factor)
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The Sudakov factor encapsulates the virtual (and unre-
solved real) contributions and is responsible for the re-
summation mentioned above. The Sudakov factor and
splitting function satisfy the unitarity relation
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One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
type of fermion can be treated using a density matrix for-
malism [17], where each splitting function is represented
through a splitting matrix as
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but for non-zero g12 the full matrix structure of the split-
ting function needs to be retained. The complexity of
taking this into account to all orders, reduces to the full
amplitude calculation.
In what follows, we construct a quantum algorithm

to sample from the full amplitude, including all interfer-
ence e↵ects. We consider the complete case, including
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classical calculation scales exponentially with the num-
ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
full quantum parton shower algorithm.
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one scalar boson � governed by the following Lagrangian:

L =f̄1i(/@ +m1)f1 + f̄2(i/@ +m2)f2 + (@µ�)
2

+ g1f̄1f1�+ g2f̄2f2�+ g12

⇥
f̄1f2 + f̄2f1

⇤
� . (1)

In such a theory, the scalar field � can couple to either
fermion via the coupling constants g1 or g2, or to one
fermion of each type, with coupling constant g12. The
couplings of fermions to scalar bosons occur in the Higgs
sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude
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To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows
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where Â(✓n|✓n�1) denotes the amplitude to emit one par-
ticle at angle ✓n given the angle of the previous emission.
In the limit g12 ! 0, Eq. (5) allows for an e�cient
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One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
type of fermion can be treated using a density matrix for-
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taking this into account to all orders, reduces to the full
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ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
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sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude
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where pi is the momentum of boson i and Ân(p1, . . . , pn)
denotes the contribution to the amplitude which does not
involve the coupling constants and is the same for all con-
figurations. Already with two emissions, there is a non-
trivial interference between the f1 swapping twice and
not swapping at all. For the emissions of more bosons,
the combinatorics required to obtain the coupling con-
stant rapidly becomes complicated. Note that in the limit
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To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows

Ân(✓1, . . . , ✓n) = Â(✓0|✓1)Â(✓2|✓1) . . . Â(✓n|✓n�1) , (5)

where Â(✓n|✓n�1) denotes the amplitude to emit one par-
ticle at angle ✓n given the angle of the previous emission.
In the limit g12 ! 0, Eq. (5) allows for an e�cient

Markov Chain Monte Carlo (MCMC) method for calcu-
lating high-multiplicity cross sections. This is performed
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The Sudakov factor encapsulates the virtual (and unre-
solved real) contributions and is responsible for the re-
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One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
type of fermion can be treated using a density matrix for-
malism [17], where each splitting function is represented
through a splitting matrix as
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but for non-zero g12 the full matrix structure of the split-
ting function needs to be retained. The complexity of
taking this into account to all orders, reduces to the full
amplitude calculation.
In what follows, we construct a quantum algorithm

to sample from the full amplitude, including all interfer-
ence e↵ects. We consider the complete case, including
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classical calculation scales exponentially with the num-
ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
full quantum parton shower algorithm.

To begin, consider a simple quantum field theory, with
two types of fermion fields, f1 and f2, interacting with
one scalar boson � governed by the following Lagrangian:
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In such a theory, the scalar field � can couple to either
fermion via the coupling constants g1 or g2, or to one
fermion of each type, with coupling constant g12. The
couplings of fermions to scalar bosons occur in the Higgs
sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude
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denotes the contribution to the amplitude which does not
involve the coupling constants and is the same for all con-
figurations. Already with two emissions, there is a non-
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not swapping at all. For the emissions of more bosons,
the combinatorics required to obtain the coupling con-
stant rapidly becomes complicated. Note that in the limit
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To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows

Ân(✓1, . . . , ✓n) = Â(✓0|✓1)Â(✓2|✓1) . . . Â(✓n|✓n�1) , (5)

where Â(✓n|✓n�1) denotes the amplitude to emit one par-
ticle at angle ✓n given the angle of the previous emission.
In the limit g12 ! 0, Eq. (5) allows for an e�cient

Markov Chain Monte Carlo (MCMC) method for calcu-
lating high-multiplicity cross sections. This is performed
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The Sudakov factor encapsulates the virtual (and unre-
solved real) contributions and is responsible for the re-
summation mentioned above. The Sudakov factor and
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One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
type of fermion can be treated using a density matrix for-
malism [17], where each splitting function is represented
through a splitting matrix as
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but for non-zero g12 the full matrix structure of the split-
ting function needs to be retained. The complexity of
taking this into account to all orders, reduces to the full
amplitude calculation.
In what follows, we construct a quantum algorithm

to sample from the full amplitude, including all interfer-
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classical calculation scales exponentially with the num-
ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
full quantum parton shower algorithm.
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In such a theory, the scalar field � can couple to either
fermion via the coupling constants g1 or g2, or to one
fermion of each type, with coupling constant g12. The
couplings of fermions to scalar bosons occur in the Higgs
sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude
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involve the coupling constants and is the same for all con-
figurations. Already with two emissions, there is a non-
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not swapping at all. For the emissions of more bosons,
the combinatorics required to obtain the coupling con-
stant rapidly becomes complicated. Note that in the limit
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To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows

Ân(✓1, . . . , ✓n) = Â(✓0|✓1)Â(✓2|✓1) . . . Â(✓n|✓n�1) , (5)

where Â(✓n|✓n�1) denotes the amplitude to emit one par-
ticle at angle ✓n given the angle of the previous emission.
In the limit g12 ! 0, Eq. (5) allows for an e�cient

Markov Chain Monte Carlo (MCMC) method for calcu-
lating high-multiplicity cross sections. This is performed
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The Sudakov factor encapsulates the virtual (and unre-
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One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
type of fermion can be treated using a density matrix for-
malism [17], where each splitting function is represented
through a splitting matrix as
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taking this into account to all orders, reduces to the full
amplitude calculation.
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classical calculation scales exponentially with the num-
ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
full quantum parton shower algorithm.
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two types of fermion fields, f1 and f2, interacting with
one scalar boson � governed by the following Lagrangian:
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In such a theory, the scalar field � can couple to either
fermion via the coupling constants g1 or g2, or to one
fermion of each type, with coupling constant g12. The
couplings of fermions to scalar bosons occur in the Higgs
sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude
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involve the coupling constants and is the same for all con-
figurations. Already with two emissions, there is a non-
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not swapping at all. For the emissions of more bosons,
the combinatorics required to obtain the coupling con-
stant rapidly becomes complicated. Note that in the limit
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To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows

Ân(✓1, . . . , ✓n) = Â(✓0|✓1)Â(✓2|✓1) . . . Â(✓n|✓n�1) , (5)

where Â(✓n|✓n�1) denotes the amplitude to emit one par-
ticle at angle ✓n given the angle of the previous emission.
In the limit g12 ! 0, Eq. (5) allows for an e�cient

Markov Chain Monte Carlo (MCMC) method for calcu-
lating high-multiplicity cross sections. This is performed
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The Sudakov factor encapsulates the virtual (and unre-
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�i(✓1, ✓2) +

Z
✓2

✓1

d✓ Pi(✓)�(✓1, ✓) = 1 . (8)

Using the splitting function and Sudakov factor, a clas-
sical parton shower algorithm would predict the cross-
sections to be

�n,i(✓1, ..., ✓n) = g
2n
i

"
nY

i=1

�(✓i�1, ✓i)P̂ (✓i)

#
�(✓n, ✏) .

(9)

One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
type of fermion can be treated using a density matrix for-
malism [17], where each splitting function is represented
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ting function needs to be retained. The complexity of
taking this into account to all orders, reduces to the full
amplitude calculation.
In what follows, we construct a quantum algorithm
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classical calculation scales exponentially with the num-
ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
full quantum parton shower algorithm.
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In such a theory, the scalar field � can couple to either
fermion via the coupling constants g1 or g2, or to one
fermion of each type, with coupling constant g12. The
couplings of fermions to scalar bosons occur in the Higgs
sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude
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To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows

Ân(✓1, . . . , ✓n) = Â(✓0|✓1)Â(✓2|✓1) . . . Â(✓n|✓n�1) , (5)

where Â(✓n|✓n�1) denotes the amplitude to emit one par-
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One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
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classical calculation scales exponentially with the num-
ber of steps used. The quantum algorithm will be able to
sample from the full probability distribution in polyno-
mial time. After describing the physics of the simplified
model, we will introduce the quantum circuit and show
empirical results with both a simulated and real quan-
tum computer. The article ends with outlook towards a
full quantum parton shower algorithm.
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In such a theory, the scalar field � can couple to either
fermion via the coupling constants g1 or g2, or to one
fermion of each type, with coupling constant g12. The
couplings of fermions to scalar bosons occur in the Higgs
sector of the Standard Model, and it is known that the
final state collinear radiation at high energy, which was
considered in Ref. [17, 18], can be written in terms of a
parton shower.

We will revisit the connection to the Standard Model
later; for now, we will consider final state radiation gov-
erned by Eq. (1) with generic couplings. This model can
contain important interference e↵ects when all couplings
are non-zero, since the unobserved intermediate state of
the fermions can be a superposition of fi for i 2 {1, 2}.
The observable final state is a set of fermions and bosons
with their corresponding energies and locations inside the
‘jet’ of particles. Ignoring the � ! ff̄ splitting for now,
the jet is specified by the number and kinematic proper-
ties of the emitted bosons. For the amplitude
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where pi is the momentum of boson i and Ân(p1, . . . , pn)
denotes the contribution to the amplitude which does not
involve the coupling constants and is the same for all con-
figurations. Already with two emissions, there is a non-
trivial interference between the f1 swapping twice and
not swapping at all. For the emissions of more bosons,
the combinatorics required to obtain the coupling con-
stant rapidly becomes complicated. Note that in the limit
that g12 ! 0, Ai!i
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To model Ân, ones needs to choose a physical scale to
order emissions down to a collinear cuto↵ ✏ > 0 below
which emissions cannot be resolved. One common choice
is to evolve based on the angle of emissions ✓. In the
strongly ordered limit that applies to parton showers,

✓0 � ✓1 � · · · � ✓n, the kinematic part of the amplitude
factorizes as follows

Ân(✓1, . . . , ✓n) = Â(✓0|✓1)Â(✓2|✓1) . . . Â(✓n|✓n�1) , (5)

where Â(✓n|✓n�1) denotes the amplitude to emit one par-
ticle at angle ✓n given the angle of the previous emission.
In the limit g12 ! 0, Eq. (5) allows for an e�cient

Markov Chain Monte Carlo (MCMC) method for calcu-
lating high-multiplicity cross sections. This is performed
by introducing two splitting functions
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The Sudakov factor encapsulates the virtual (and unre-
solved real) contributions and is responsible for the re-
summation mentioned above. The Sudakov factor and
splitting function satisfy the unitarity relation
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One can e�ciently sample from Eq. (9) using a Markov
Chain algorithm by generating one emission at a time,
conditioned on the last emission. While this will cor-
rectly reproduce the physics of a theory with g12 = 0, it
does not reproduce the interference arising in the full the-
ory given by Eq. (1) (still excluding � ! ff̄), where the
fermion can change in the emission. The resulting inter-
ference e↵ects can only be included by working with the
amplitudes directly. A single emission that changes the
type of fermion can be treated using a density matrix for-
malism [17], where each splitting function is represented
through a splitting matrix as

Pi!j�(✓) |fii hfj | . (10)

In the limit of g12 ! 0 we have Pi!j�(✓) ! �i,jg
2
i
P̂ (✓),

but for non-zero g12 the full matrix structure of the split-
ting function needs to be retained. The complexity of
taking this into account to all orders, reduces to the full
amplitude calculation.
In what follows, we construct a quantum algorithm

to sample from the full amplitude, including all interfer-
ence e↵ects. We consider the complete case, including
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fermion can change in the emission. The resulting inter-
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malism [17], where each splitting function is represented
through a splitting matrix as

Pi!j�(✓) |fii hfj | . (10)

In the limit of g12 ! 0 we have Pi!j�(✓) ! �i,jg
2
i
P̂ (✓),

but for non-zero g12 the full matrix structure of the split-
ting function needs to be retained. The complexity of
taking this into account to all orders, reduces to the full
amplitude calculation.
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� ! ff̄ , which still follows the Markov Chain of ampli-
tudes in Eq. (5). The core idea of the quantum algo-
rithm is to first rotate to a particle basis where there is
no mixing between fermion states (Appendix B). In this
superposition basis, emissions between states are uncor-
related. Sudakov factors can then be used to govern the
no emission probability o↵ of the uncorrelated fermions.
The bulk of the quantum circuitry will then be dedicated
to book-keeping, to encode the emission history and de-
cide which fermions/bosons radiate/split at a given step
✓ in the shower.

Figure 1 is the quantum circuit implementing the
quantum final state radiation algorithm. The circuit calls
for six registers, which are are detailed in Appendix A
and summarized in Table I. The initial state is a single
particle, in the f1/2 basis. As a first step, one rotates this
initial particle from the f1/2 basis to the fa/b basis, using
a simple unitary R operation discussed in Appendix A.
After this rotation, the quantum shower proceeds in N

steps, with the same block repeated for each step. The
sub-circuit describing the one-step operations is shown in
Fig. 2. At each step, there are four operations, which are
summarized in Table II.

|pi / R
⌦N

U
(1)
step U

(2)
step

. . .

U
(N)
step

R
†⌦N

|hi / . . .

|ei . . .

|n�i / . . .

|nAi / . . .

|nBi / . . .

FIG. 1. Full circuit schematic in terms of the circuit blocks
defined in Figure 2.

Register Purpose # of qubits

|pi Particle state 3(N + 1)

|hi Emission history N log2(N + 1)

|ei Did emission happen? 1

|n�i Number of bosons log2(N + 1)

|nai Number of fa log2(N + 1)

|nbi Number of fb log2(N + 1)

TABLE I. All of the registers in the quantum circuit.

At the end of the N -step evolution we must rotate
back into the f1/f2 basis. We do so by applying the
R

† gate to all of the three-qubit particle registers in |pi.
This creates interferences between equivalent final states
which had di↵erent intermediate fermions. Finally, we
measure all the qubits thereby generating one event. By
repeating the process over and over we can generate a
large number of events which we can then use to com-

|pi / p p U
(m)
p

U
(m)
step

|hi / Uh h

|ei U
(m)
e e ⌘

|n�i /

Ucount

n�

Uh|nai / nA

|nbi / nB

FIG. 2. Circuit for the m
th step

Operation Complexity Operator Appendix

count particles N log2(N) Ucount C

decide emission N
3

Ue D

create history N
4

Uh E

adjust particles N Up F

TABLE II. Complexity of the various quantum circuit oper-
ations.

pute physical observables for our theory. The number of
standard quantum gates (single qubit gates and CNOT
gates) required at each step are summarized in Table IV.

Operation Number of Standard Gates

Count Particles 5⇥ [
Plog2(k)+3

n=3 34n� 27 ]

Decide Emission (k + 1)3 ⇥ [99 log2(k + 1)� 27]

Create History 5⇥ [
Plog2(k)+3

n=3 32n� 27] +
P

b[6(k + 1)3

⇥(2b� 1)[33(3 log2(k + 1) + b+ 3)� 27]]

Adjust Particles k ⇥M ⇥ [5 + 34 +
Plog2(k)

n=3 34n� 27]

TABLE III. Number of standard quantum gates (single qubit
gates and CNOT gates) necessary for each of the four main
operations.

The practical challenge with above circuit is that it
requires more connected qubits and operations than are
currently available in state-of-the-art hardware. There-
fore, we consider a special case that is amenable to
measurement on existing technology, which ignores the
� ! ff̄ splitting (naturally suppressed in gauge theo-
ries, but not in the scalar-only theory). This results in
a much simpler circuit since there is only one fermion,
but an arbitrary number of scalars (Appendix G). A de-
composition of the resulting circuit into single qubit and
CNOT gates requires ngates = 12N + 2 (Appendix H).
This model is however still su�ciently complex that the
classical MCMC described earlier1 fails to capture im-
portant quantum e↵ects when g12 6= 0.

1 While the standard parton shower-inspired MCMC algorithm
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1 While the standard parton shower-inspired MCMC algorithm

Circuit is complicated 
because the number of 
fermions is not constant: 

� ! ff̄

function is represented through a splitting matrix. For example, the fermion splitting matrix is

Pi!j�(✓) |fii hfj| (outer product of a ket and bra gives a matrix). When there is more than one

emission during the evolution, this matrix formalism is insufficient and one must compute the full

amplitude for which there are O(2N) possible histories [see Methods].

We propose an efficient solution by keeping track of amplitudes and not probabilities using

quantum computer. A quantum circuit implementing the quantum final state radiation algorithm

for one of N steps is given by the following diagram:

|pi / R
(m) p p U

(m)
p R

(m)†

|hi / Uh h

|ei U
(m)
e e

|n�i /

Ucount

n�

Uh|nai / na

|nbi / nb

The circuit calls for six registers, which are are detailed in the Methods and summarized

in Tables 1 and 2. The initial state of |pi consists of nI particles (which can be fermions or

bosons) in the f1/2 basis. One starts by rotating this initial particle state from the f1/2 basis to

a diagonal fa/b basis, using a simple unitary R
(m) operation discussed in the Methods. Then, a

series of operations evolving the particles states are applied: the number of particles of each type

are counted (Ucount), Sudakov factors are used to determine if an emission occurred (U (m)
e ), given

an emission, a particular particle is chosen to radiate/branch (Uh), and the resulting particle state

6
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This is just one part of the 
circuit that calculates the no 

emission amplitudes

Circuit is complicated 
because the number of 
fermions is not constant: 

� ! ff̄
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Since the splitting function in the new basis is diagonal,
the model in the new fa/b basis is much simpler and does
not include any interference, since fermions can no longer
change flavor. The unitary transformations R and R

†

transform the system of particles from the o↵-diagonal
case to the diagonal one.

Since each particle is represented by a 3-qubit state,
the operation R that rotates a single particle from the
f1/2 basis to the fa/b basis is represented by a 8 ⇥ 8
unitary matrix R. It is defined in terms of the matrix
U , defined in B5. For the representation of the particles
given in Appendix A, one has

R =

0

BBB@

I 0 0 0

0 U 0 0

0 0 U 0

0 0 0 I

1

CCCA
, (B7)

where I denotes the 2⇥ 2 identity matrix. The rotation
R correctly mixes the fermion states, while it leaves alone
the |�i and |0i states.

Appendix C: Populating the register to counting the
particles

In this section we give details about the first opera-
tion required in each step, which counts the number of
each particle type in the current state and storing these
numbers in the count registers |n�i, |nAi and |nBi. As
discussed, at the beginning of each step they are in the
state |0i. To perform this counting we apply the con-

trolled U
(m)
count gate, which is broken down in Figure 5.

For each particle in the state |pi we apply the unitary
operation U+ to the appropriate count register. The op-
eration U+ is defined on a set of integer states ranging
from 0 . . . N as

U+ |ni = |n+ 1imodN
. (C1)

|pi / � fA f̄A fB f̄B

|n�i / U+

|nAi / U+ U+

|nBi / U+ U+

FIG. 5. circuit operation for counting the particles

Appendix D: Sudakov factors in the quantum circuit

In this section we discuss how we implement the second
operation required in each step, which decides whether

an emission happens or not. In the a/b basis the split-
ting can not change the flavor of the emitting fermion,
and the evolution can therefore be described in terms of
individual splitting functions and Sudakov factors, just
as in a usual MCMC. For the fermions there are 2 di↵er-
ent splitting functions

Pi!i�(✓) = g
2
i
P̂f (✓) , (D1)

where i 2 {a, b}. The splitting of the bosons are given
by

P�!īi(✓) = g
2
i
P̂�(✓) , (D2)

Using these splitting functions, one can define Sudakov
factors, which describe the probability to have no emis-
sion from a given particle in a given step m. One finds

�i(✓m, ✓m+1) ⌘ exp [��✓ Pi(✓m)]

��(✓m, ✓m+1) ⌘ exp [��✓ (P�(✓m) )] , (D3)

where

Pi(✓m) ⌘ Pi!i�(✓m)

P�(✓m) ⌘ P�!aā(✓m) + P
�!bb̄

(✓m) (D4)

and

�✓ = ✓m � ✓m+1 . (D5)

The probability to have no emission from a state con-
taining n� bosons and na/b fermions of type a/b, is then
giving by

�(m)(✓m) = �
n�

�
(✓m)�na

a
(✓m)�nb

b
(✓m) (D6)

From this one can derive the probability to have a branch-
ing, which is given by

qp(✓m) ⌘
Z

✓m+1

✓m

d✓Pp(✓m)�p(✓m, ✓)

= 1��p(✓m, ✓m+1) . (D7)

One therefore finds the unitarity condition

�p(✓m, ✓m+1) + qp(✓m) = 1 . (D8)

This splitting probability can be encoded in the quan-

tum circuit through the rotation U
(m)
e on the qubit |ei.

It starts o↵ in the state |0i and is transformed to |1i if
there is an emission and stays if there is not. The emis-
sion matrix is given by

U
(m)
e

=

 
�(m)(✓m) �

p
1��(m)(✓m)p

1��(m)(✓m) �(m)(✓m)

!
.

(D9)

(Sudakov factor)

�i(✓m, ✓m+1) = e��✓Pi(✓m)

�(m)(✓m) = �
n�

� (✓m)�
nf1
f1

(✓m)�
nf2
f2

(✓m)
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in Tables 1 and 2. The initial state of |pi consists of nI particles (which can be fermions or
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a diagonal fa/b basis, using a simple unitary R
(m) operation discussed in the Methods. Then, a

series of operations evolving the particles states are applied: the number of particles of each type

are counted (Ucount), Sudakov factors are used to determine if an emission occurred (U (m)
e ), given

an emission, a particular particle is chosen to radiate/branch (Uh), and the resulting particle state
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Since each particle is represented by a 3-qubit state,
the operation R that rotates a single particle from the
f1/2 basis to the fa/b basis is represented by a 8 ⇥ 8
unitary matrix R, and it must be applied to all of these
3-qubit particle states. It is defined in terms of the matrix
U , introduced in Eq. (A11). For the representation of the
particles given in the previous section, one has

R =

0

B@

I 0 0 0
0 I 0 0
0 0 U 0
0 0 0 U

1

CA , (A13)

where I denotes the 2⇥2 identity matrix. The rotation R

correctly mixes the fermion states, while it leaves alone
the |�i and |0i states. Because of the running of the
coupling constants the matrix U , and in turn the matrix
R, will be di↵erent at each step in the evolution.

3. Populating the register for counting the particles

As discussed, at the beginning of each step the count
registers |n�i, |nai and |nbi are in the state |0i. To per-

form this counting we apply the controlled U
(m)
count gate,

which is given by

|pi / � a b |pi / p

|n�i / U+ ⌘ |n�i /

Ucount|nai / U+ |nai /

|nbi / U+ |nbi /

For each particle in the state |pi we apply the unitary
operation U+ to the appropriate count register. The op-
eration U+ is defined on a set of integer states ranging
from 0 . . . N + nI as

U+ |ni = |n+ 1imodN+nI
, (A14)

or in matrix form, (U+)ij = 1 if j = i+ 1 mod (N + nI)
and 0 otherwise. This is a simple operation, and the gate
decomposition of the U+ operator can be found when
discussing the circuit decomposition.

4. Sudakov factors in the quantum circuit

In the a/b basis the splitting can not change the flavour
of the emitting fermion, and the evolution can therefore
be described in terms of individual splitting functions
and Sudakov factors, just as in a usual MCMC. For the
fermions there are 2 di↵erent splitting functions

Pi!i�(✓) = g
2
i P̂f (✓) , (A15)

where i 2 {a, b}. The splitting of the bosons is given by

P�!īi(✓) = g
2
i P̂�(✓) , (A16)

Using these splitting functions, one can define Sudakov
factors, which describe the probability to have no emis-
sion from a given particle in a given step m. One finds

�i(✓m) ⌘ exp [��✓ Pi(✓m)]

��(✓m) ⌘ exp [��✓ P�(✓m)] , (A17)

where

Pi(✓m) ⌘ Pi!i�(✓m)

P�(✓m) ⌘ P�!aā(✓m) + P�!bb̄(✓m) , (A18)

and

�✓ = ✓m � ✓m+1 . (A19)

The probability to have no emission from a state con-
taining n� bosons and na/b fermions of type a/b, is then
given by

�(m)(✓m) = �
n�

� (✓m)�na
a (✓m)�nb

b (✓m) . (A20)

From this one can derive the probability to have a branch-
ing at a given step, which is given by

qp(✓m) ⌘

Z ✓m+1

✓m

d✓Pp(✓m)�p(✓m, ✓)

= 1��p(✓m, ✓m+1) . (A21)

One therefore finds the unitarity condition

�p(✓m, ✓m+1) + qp(✓m) = 1 . (A22)

This splitting probability can be encoded in the quan-

tum circuit through the rotation U
(m)
e on the qubit |ei.

It starts o↵ in the state |0i and is transformed to |1i if
there is an emission and stays in the |0i state if there is
no emission. The emission matrix is given by

U
(m)
e =

✓ p
�(m)(✓m) �

p
1��(m)(✓m)p

1��(m)(✓m)
p

�(m)(✓m)

◆
.

(A23)

5. Selecting a particle to radiate or split

In order to select from which particle the emission oc-
curred, one needs to “loop” over all particles in the reg-
ister, up to the (m+nI)th particle for step m, which can
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Appendix G: Circuit with no � ! ff̄

This allows us to drastically simplify our quantum cir-
cuit, since all we need now is a qubit which represents
the fermion and a boson register, with N qubits, which
keeps track of whether or not a boson was emitted at
a given time step. This boson register is the equivalent
to the emission register plus the particle register in the
general circuit. We no longer need a history register,
since we know the fermion is the only particle which can
emit, nor we need the count registers since in this limit
the probability of a boson being emitted only depends on
the flavor of the fermion. The full evolution can be car-
ried out with the much simpler circuit shown in Figure
11. The U and U

† gates are the same as in (B2), while

|�nT i U
A
n U

B
n

. . . . . .

|�1i U
A
1 U

B
1

|fi U • • U
†

FIG. 11. A quantum shower for the interfering model with
no � ! ff̄ splitting.

the U
H

i
gates (where H = R, L) are represented by the

matrices

U
H

i
=

 p
�H,i �p

qH,ip
qH,i

p
�H,i

!
, (G1)

which encode the amplitude for the fermion to emit or
not emit a boson at a given time step. These gates are
controlled on the fermion state since the gate parameters
depend on the flavor of the fermion. It is obvious that
the scaling of generating a single event with the number
of time steps is linear.

It is a result of the fact that the quantum algorithm
could theoretically be implemented on only 2 qubits. At
each time step the Ua and Ub gates are conditionally ap-
plied to a new qubit, but after that the qubit is left alone
until the final measurement at the end on the evolution.
Therefore, at each time step we could measure the qubit
on which the U gates act on, store the result, reset it to
the initial |0i state and reuse it for the next time step.
The reason we did not do this above is that this routine
of sequential measurements on the same qubit cannot be
implemented e�ciently on current hardware yet. A most
general version of the circuit in Figure 11 would be the
following:

|�i
U1

|0i
U2

|0i . . .

UN
|fi . . .

where N is the total number of time steps and Ui is a
general two qubit gate which can be represented by a

unitary 4x4 matrix. At each time step I am recording
the measurement on the second qubit, and at the very
end I also measure the first qubit, hence generating one
event.

Appendix H: Gate decomposition

We first use the well known result

X • X

=

U U

In our case the gate U consists of a RY (✓) rotation
gate. Furthermore, we use the fact that for an arbitrary
controlled-U operation, one has

• • • P

=

U C B A

where

P =

 
1 0

0 e
i 

!
, (H1)

and the following conditions are satisfied

U = exp(i )AXBXC ; ABC = I . (H2)

To apply this to the controlled-RY (✓) gate we let

A = RY (↵) B = RY (�) C = RY (↵) , (H3)

where ↵, � and  satisfy

↵ =
✓

4
� = �✓

2
,  = 0 . (H4)

Therefore, we have found gates A, B, C, P (where P

is the trivial identity matrix) that satisfy all conditions.
Using this information one finds that each time step re-
quires a total of 12 simple quantum gates (8 single qubit
gates and four CNOT gates), and in addition two trans-
formations are required at the beginning and end of the
circuit which also consist of single qubit gates. Generat-
ing a single event therefore requires a total of

ngates = 12N + 2 (H5)

single qubit and CNOT gates.

Appendix I: Circuit Decomposition

We now explain in some detail how to break down the
operations in our quantum circuit into standard quantum
gates (single qubit gates and CNOT gates), so that we

In words: rotate to the basis where there is no 
interference, “emit” scalars (at the amplitude level), 

and then rotate back to the physical basis at the end.

This is exactly the interfering trees circuit !
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since we know the fermion is the only particle which can
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the probability of a boson being emitted only depends on
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ried out with the much simpler circuit shown in Figure
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which encode the amplitude for the fermion to emit or
not emit a boson at a given time step. These gates are
controlled on the fermion state since the gate parameters
depend on the flavor of the fermion. It is obvious that
the scaling of generating a single event with the number
of time steps is linear.

It is a result of the fact that the quantum algorithm
could theoretically be implemented on only 2 qubits. At
each time step the Ua and Ub gates are conditionally ap-
plied to a new qubit, but after that the qubit is left alone
until the final measurement at the end on the evolution.
Therefore, at each time step we could measure the qubit
on which the U gates act on, store the result, reset it to
the initial |0i state and reuse it for the next time step.
The reason we did not do this above is that this routine
of sequential measurements on the same qubit cannot be
implemented e�ciently on current hardware yet. A most
general version of the circuit in Figure 11 would be the
following:
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where N is the total number of time steps and Ui is a
general two qubit gate which can be represented by a

unitary 4x4 matrix. At each time step I am recording
the measurement on the second qubit, and at the very
end I also measure the first qubit, hence generating one
event.

Appendix H: Gate decomposition

We first use the well known result
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=
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In our case the gate U consists of a RY (✓) rotation
gate. Furthermore, we use the fact that for an arbitrary
controlled-U operation, one has
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!
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and the following conditions are satisfied

U = exp(i )AXBXC ; ABC = I . (H2)

To apply this to the controlled-RY (✓) gate we let

A = RY (↵) B = RY (�) C = RY (↵) , (H3)

where ↵, � and  satisfy

↵ =
✓

4
� = �✓

2
,  = 0 . (H4)

Therefore, we have found gates A, B, C, P (where P

is the trivial identity matrix) that satisfy all conditions.
Using this information one finds that each time step re-
quires a total of 12 simple quantum gates (8 single qubit
gates and four CNOT gates), and in addition two trans-
formations are required at the beginning and end of the
circuit which also consist of single qubit gates. Generat-
ing a single event therefore requires a total of

ngates = 12N + 2 (H5)

single qubit and CNOT gates.

Appendix I: Circuit Decomposition

We now explain in some detail how to break down the
operations in our quantum circuit into standard quantum
gates (single qubit gates and CNOT gates), so that we

Note:       is not touched after timestep i and so one 
can reuse qubits … only need 2 total qubits (!)   
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Particles produced in high energy collisions that are charged under one of the fundamental forces
will radiate proportionally to their charge, such as photon radiation from electrons in quantum
electrodynamics. Realistic simulations of such collisions in collider- or cosmic-based high energy
physics require an accurate model of this final state radiation pattern. When the charge is large,
the radiation pattern is a complex, many-body quantum system. Classical Markov Chain Monte
Carlo approaches work well to capture many of the salient features of the shower of radiation, but
cannot capture all quantum e↵ects. This is particularly true when additionally the gauge group is
non-Abelian, as is the case for quantum chromodynamics. We show how quantum algorithms are
well-suited for describing the quantum properties of final state radiation. In particular, we develop
a polynomial time quantum final state shower procedure. The algorithm is explicitly demonstrated
for a simplified quantum field theory on a quantum computer. With future advances in quantum
computing hardware, our algorithm will be able to improve precision calculations for many high
energy physics measurements.

|�ii

While quantum computers hold great promise for
e�ciently solving classical problems such as querying
databases [? ] or factoring integers into primes [? ],
their most natural application is to describe inherently
quantum physical systems [? ]. The most direct connec-
tion between quantum systems and quantum computers
occurs for analog circuits that try to mimic the evolution
of a Hamiltonian as closely as possible [? ]. However,
some physical systems are too complex or have too many
degrees of freedom to model with a quantum circuit in
the near future. For example, this is true for a generic
quantum field theory, where there are both continuous
quantum numbers as well as an infinite number of de-
grees of freedom. While tools have been developed to
model quantum field theories by discretizing spacetime [?
] and even including continuous quantum numbers [? ],
the number of quantum bits (or their continuous analog)
required to compute any relevant scattering amplitude is
impractically large.

A promising alternative to analog circuits are digital
quantum circuits, which use quantum algorithms to de-
scribe inherently quantum physical systems without di-
rectly implementing the system’s Hamiltonian. Such a
scheme has already been applied to a simple quantum
field theory on the lattice [? ]. The dynamics of high
energy scattering processes, however, are too complex
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† bpnachman@lbl.gov
‡ davideprovasoli@lbl.gov
§ WAdeJong@lbl.gov

for lattice methods, as are methods based on traditional
perturbative theory if the number of final state particles
becomes too large. A successful approach to simulating
these dynamics is known as the parton shower [? ], which
relies on reorganizing the perturbative expansion to ex-
pand around the collinear and soft limit of emissions.
This leads to di↵erent series expansions where each term
includes infinitely many terms in the original ↵s series ex-
pansion, and is the basis of parton shower Monte Carlo
(MC) programs [? ? ? ? ], which are the main compo-
nent of high energy quark and gluon scattering simula-
tion.

Parton shower programs are implemented using classi-
cal MC Markov Chain (MCMC) algorithms to e�ciently
generate high multiplicity radiation patterns. This re-
liance on classical MCMC algorithms implies that several
quantum interference e↵ects need to be neglected. For
showers describing emissions in the strong interaction,
this means that showers can only be implemented in the
limit of large number of colors (NC = 3 ! 1). While an
impressive research e↵ort to include subleading color ef-
fects exists [? ? ? ], there is a fundamental limitation in
the ability of MCMC methods to e�ciently capture this
physics. For showers describing the electroweak interac-
tions [? ], interference e↵ects can arise because physically
distinct particles can have related interactions, such that
amplitudes which di↵er in their intermediate particles
can interfere with one another. An important examples
is the interference of amplitudes involving intermediate
Z bosons and photons.

Our primary motivation is to develop a quantum cir-
cuit for describing the quantum properties of parton
showers. In this work, we consider interference e↵ects
in showers that have interference from di↵erent interme-
diate particles, using a simplified model that captures
these e↵ects without having to introduce the full com-

Fine print: (1) re-measurement is not a feature of most current quantum computers and (2) this led 
us to a classical algorithm that can capture the full interference effects (but is not standard MCMC).
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angle of maximum 
emission

Classical: exponential
Naive quantum: 5th order
Optimized quantum: 3rd

The predictions / 
simulations are 

realized on a real 
quantum computer!
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Results “out of the box” do not look this good.  We 
optimized the nodes on the quantum computer and 

performed readout error and gate error corrections.

In the remaining slides, I’ll give you a taste of 
ongoing work in improving these corrections.
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On a quantum computer, 
the state may be 1 but 

readout as a 0, etc.

For n qubits, there is a  
2n x 2n transition matrix.

HEP has proposed many 
solutions to this problem!

…and we call them 
unfolding

BPN, M. Urbanek, W. de Jong, C. Bauer, npj Quantum Information 6 (2020)
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Now that we have defined the circuit block Bi for one
step, we can construct the circuit for the full evolution for
N steps. This is shown schematically in Fig. 4. The last
operation on the ancillary qubit, labeled with a |0i, cor-
responds to measuring the ancillary qubit and proceeding
to the next step only if we measure |0i. If we measure in-
stead the ancillary qubit to be in the |1i state, the circuit
evolution is interrupted and we start all over again. As
we will see in an explicit example later, accepting only
the states where the ancillary qubit is in the |0i state
selects the correct interferences between physical states,
where all the amplitudes are positive. The state with
the ancillary qubit in the state |1i would give the lin-
ear superposition of the amplitudes with a negative sign,
unlike Eq. (1). Now that the ancillary qubit has been
measured, it can be reused for the next step, which ex-
plains the previous assertion that only a single ancillary
qubit is necessary.

|�N i . . . Bn

. . . . . .

|�2i B2 . . .

|�1i B1 . . .

|si
B1 B2

. . .

Bn
|ai |0i |0i . . . |0i

FIG. 4. The full quantum circuit written in terms of the single
steps Bi. The last operation on the ancillary qubit, labeled
with a |0i, corresponds to measuring the ancillary qubit and
proceeding to the next step only if we measure |0i.

In general the probability of the spin to flip and the
probabilities of the path to go left or right depend on the
evolution variable, meaning the matrices UF , UA,# and
UA," are di↵erent at each step. At the end of the circuit
evolution, we measure the physical state | N,N i (we have
already measured the ancillary qubit) and we record the
output. This way we sampled the distribution of physical
final states and generated one event. This corresponds,
in our tree notation, to reaching a final tree leaf with
definite spin.

B. Circuit Evolution

We explicitly compute the circuit evolution for two
steps. For simplicity, we start the spin qubit in the |0i
state, such that the initial state is

| 0,2i = |0i |0i |00i . (9)

After B1 is applied the state is evolved to

1
p
2
[ cos(✓F ) cos(✓#) (|0i+ |1i) |0i |00i

+ cos(✓F ) sin(✓#) (|0i+ |1i) |0i |10i (10)

+ sin(✓F ) (|0i � |1i) |1i |00i] .

The negative sign in the last line of the above equations
shows that |ai = |1i encodes the di↵erence instead of the
sum of amplitudes. Performing the conditional measure-
ment on the ancillary qubit we find

| 1,2i =
1
p
2
[cos(✓F ) cos(✓#) |0i |0i |00i (11)

+ cos(✓F ) sin(✓#) |0i |0i |10i

+ sin(✓F ) |0i |1i |00i] .

Applying the second circuit block (B2 plus the condi-
tional measurement) we obtain

| 2,2i =
1

2

h �
cos2(✓#) cos

2(✓F ) + sin2(✓F )
�
|0i |0i |00i

+ . . .
i
, (12)

where the amplitudes for the remaining leaves do not
have multiple terms as is the case with the displayed leaf
amplitude. Physically, this corresponds to the fact that
there are two ways to reach the leaf |0i |00i: always going
right and either never swapping trees or swapping twice.
If we go to a higher number of steps or if we start the
fermion in a superposition of the |0i and |1i states, the
number of interferences grows very quickly. To compute
the probability of measuring an eigenstate we square the
appropriate amplitude and we multiply it by a factor of
2N (which equals 4 in this case). The latter is necessary
because the factor of 1

(
p
2)N

in front of the final state is

not physical, but is the result of applying N Hadamard
gates and selecting to keep only the states we want with
the conditional measurement we apply to the ancillary
qubit at each step.

C. Quantum Complexity

We now want to show that the above quantum circuit
can generate one event in polynomial time, meaning the
number of standard quantum gates employed grows poly-
nomially with the number of steps. Each step in the cir-
cuit consist of a constant number of gates. To determine
the complexity of the quantum circuit we have to find
how many times, on average, we must run a circuit block
to generate one event. If we are simulating N steps we
must run N circuit blocks and after each block we must
measure the ancillary qubit to be in the |0i state. For a
sequence of N measurements on one qubit there are 2N

possible outcomes, meaning we would have to run ⇠ 2N

circuit block on average to obtain one event. However,
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While quantum computers hold great promise for
e�ciently solving classical problems such as querying
databases [? ] or factoring integers into primes [? ],
their most natural application is to describe inherently
quantum physical systems [? ]. The most direct connec-
tion between quantum systems and quantum computers
occurs for analog circuits that try to mimic the evolution
of a Hamiltonian as closely as possible [? ]. However,
some physical systems are too complex or have too many
degrees of freedom to model with a quantum circuit in
the near future. For example, this is true for a generic
quantum field theory, where there are both continuous
quantum numbers as well as an infinite number of de-
grees of freedom. While tools have been developed to
model quantum field theories by discretizing spacetime [?
] and even including continuous quantum numbers [? ],
the number of quantum bits (or their continuous analog)
required to compute any relevant scattering amplitude is
impractically large.

A promising alternative to analog circuits are digital
quantum circuits, which use quantum algorithms to de-
scribe inherently quantum physical systems without di-
rectly implementing the system’s Hamiltonian. Such a
scheme has already been applied to a simple quantum
field theory on the lattice [? ]. The dynamics of high
energy scattering processes, however, are too complex
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for lattice methods, as are methods based on traditional
perturbative theory if the number of final state particles
becomes too large. A successful approach to simulating
these dynamics is known as the parton shower [? ], which
relies on reorganizing the perturbative expansion to ex-
pand around the collinear and soft limit of emissions.
This leads to di↵erent series expansions where each term
includes infinitely many terms in the original ↵s series ex-
pansion, and is the basis of parton shower Monte Carlo
(MC) programs [? ? ? ? ], which are the main compo-
nent of high energy quark and gluon scattering simula-
tion.

Parton shower programs are implemented using classi-
cal MC Markov Chain (MCMC) algorithms to e�ciently
generate high multiplicity radiation patterns. This re-
liance on classical MCMC algorithms implies that several
quantum interference e↵ects need to be neglected. For
showers describing emissions in the strong interaction,
this means that showers can only be implemented in the
limit of large number of colors (NC = 3 ! 1). While an
impressive research e↵ort to include subleading color ef-
fects exists [? ? ? ], there is a fundamental limitation in
the ability of MCMC methods to e�ciently capture this
physics. For showers describing the electroweak interac-
tions [? ], interference e↵ects can arise because physically
distinct particles can have related interactions, such that
amplitudes which di↵er in their intermediate particles
can interfere with one another. An important examples
is the interference of amplitudes involving intermediate
Z bosons and photons.

Our primary motivation is to develop a quantum cir-
cuit for describing the quantum properties of parton
showers. In this work, we consider interference e↵ects
in showers that have interference from di↵erent interme-
diate particles, using a simplified model that captures
these e↵ects without having to introduce the full com-
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IBM standard

I have proposed to use HEP 
unfolding techniques to correct 

quantum computer readout errors.

→ Circumvent known pathologies 
with more naïve methods (!)

state

Naïve inversion

BPN, M. Urbanek, W. de Jong, C. Bauer, npj Quantum Information 6 (2020)



58More on readout errors

R. Hicks, C. Bauer, BPN, arXiv:2010.tomorrow

2

possible observed state. By construction, E[N̂|ijÍ] = N|ijÍ.
One can show that the variance of the counts after readout
correction are given by (for details, see Appendix A)

Var[N̂|ijÍ] = N|ijÍ

3
1 ≠

N|ijÍ

N

4
+ �Var[N̂|ijÍ] (1)

with

�Var[N̂|00Í] = q0N|10Í + q1N|01Í + O(q2)
�Var[N̂|11Í] = (q0 + q1) N|11Í + O(q2) (2)

In particular, if N = N|11Í (i.e. the other states have zero
true counts), one finds Var[N̂|00Í] = 0, while Var[N̂|11Í] ”=
0, for non-vanishing qi. On the other hand, if N =
N|00Í, both Var[N̂|00Í] = 0 and Var[N̂|11Í] = 0 vanish.
This suggests that if one is trying to measure a state
dominated by |11Í, it would be more e�ective to first
invert 0 ¡ 1, perform the measurement, and then swap
back the classical bits afterward.

The readout rebalancing protocol is illustrated in Fig. 1.
First, the probability mass function over states p(x) is
estimated using a small fraction of the total number of
intended measurements. Then, a rule is used to determine
which qubits should be flipped prior to being measured,
with the goal of switching those qubits that are predomi-
nantly in the |1Í state. There are multiple possible rules,
and in this paper we use a simple and e�ective approach.
In this approach one first computes ÈqiÍ, the average value
for each qubit i. If this value is greater than 0.5, the qubit
i is set to be flipped and otherwise it is untouched. A
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FIG. 1. An illustration of the Readout Rebalancing protocol.
Here Ucircuit represents the state preparation that must hap-
pen for each measurement, and the readout error mitigation
represented by an inverted response matrix R≠1 (in practice,
a more sophisticated readout error mitigation scheme may be
used) is performed on an ensemble of measured states. From
the measured values of the qubits of the first circuit which
uses a small fraction of the total number of runs one then
determines which qubits have ÈqiÍ > 0.5 and should therefore
be flipped (the first and fifth in our example). One then runs
the remaining large fraction of the runs on the modified second
circuit.

estimate of the response matrix. The simplest readout
error correction approach is simply t̂matrix = R≠1t. For a
variety of reasons, this may be suboptimal and so multi-
ple alternative methods have been proposed [39, 47, 48].
In this paper, we will use Iterative Bayesian Unfolding
(IBU) [49–51] as described in the context of quantum
computing in Ref. [39]. This iterative procedure starts
with t̂0

i = Pr(m = i) = 1/2nqubits and then

t̂n+1
i =

ÿ

j

Pr(t = i|m = j) ◊ mj (3)

=
ÿ

h

Rjit̂n
iq

k Rjk t̂n
k

◊ mj . (4)

We will use 100 iterations and label t̂ © t̂100, but the
results do not depend strongly on this number.

The next session will illustrate readout rebalancing for
several example states by combining it with IBU.

We are still actively 
developing methods to 
reduce readout errors.

For example, note that 
Pr(1 → 0) > Pr(0 → 1).  

One can apply a simple 
“rebalancing” in order to 

improve precision.  
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In addition to readout errors, two-qubit gate noise is the main challenge for complex quantum
algorithms on noisy intermediate-scale quantum (NISQ) computers. These errors are a significant
challenge for making accurate calculations for quantum chemistry, nuclear physics, high energy
physics, and other emerging scientific and industrial applications. There are two proposals for
mitigating two-qubit gate errors: error-correcting codes and zero-noise extrapolation. This paper
focuses on the latter, studying it in detail and proposing modifications to existing approaches. In
particular, we propose a random identity insertion method (RIIM) that can achieve competitive
asymptotic accuracy with far fewer gates than the traditional fixed identity insertion method (FIIM).
For example, correcting the leading order depolarizing gate noise requires ncnot + 2 gates for RIIM
instead of 3ncnot gates for FIIM. This significant resource saving may enable more accurate results
for state-of-the-art calculations on near term quantum hardware.

I. INTRODUCTION

Gate and readout errors currently limit the e�cacy of
moderately deep circuits on existing noisy intermediate-
scale quantum (NISQ) computers [1]. Readout errors can
be mitigated with unfolding techniques [2]. Two-qubit
gates are the most important source of gate noise and the
most basic two-qubit gate is the controlled not operation
(‘cnot’). One strategy for mitigating these errors is to
build in error correcting components into the quantum
circuit. Quantum error correction [3–7] is non-trivial
because qubits cannot be cloned [8–10]. As a result, there
is a significant overhead in the additional number of qubits
and gates requires to make a circuit error-detecting or
error-correcting. This has been demonstrated for simple
quantum circuits [11–20], but is currently infeasible for
current qubit counts and moderately deep circuits.

Another strategy for mitigating multigate errors is to
find a way to vary the size of the error, measure the result
at various values of the error, and then extrapolate to the
zero-error result (Zero Noise Extrapolation or ZNE). With
hardware level control of qubit operations, one can enlarge
the size of the errors by the gate operation time [21].
Such precise hardware level control, however, is often
not feasible. Instead, one can try to increase the error
algorithmically by modifying the circuit operations. If
the noise model is known, one can insert random Pauli
gates to a circuit [22]. For Hamiltonian evolution with
some general assumptions on the noise, one can rescale
time [23] to amplify the noise by a desired amount. An
approach that does not require knowledge of the noise
model is to replace the ith

cnot with

ri = 2ni + 1 (1)
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cnot gates, for ni Ø 0. The focus here is on the cnot,
but the method generalizes to any unitary operation with
arbitrary U†U insertions for unitary operation U . Iden-
tity insertion is illustrated in Fig. 1. Since cnot

2 is the
identity, the addition of an even number of cnot oper-
ations should not change the circuit output, but does
amplify the noise. When ni = n for all i, this is the
fixed identity insertion method (FIIM). The application
of FIIM was first proposed in Ref. [24] using a linear fit
and an exponential fits were studied in Ref. [25]. Linear
superpositions of enlarged noise circuits were also studied
in Ref. [23], which will be similar to our results on higher
order fit ZNE with FIIM. One challenge with FIIM is that
it requires a large number of gates. We propose a new
solution to this challenge by promoting the ni from Eq. 1
to random variables to construct the random identity
insertion method (RIIM).

|0Í • • U4

|0Í U1 U2 U3

¿

2n1 + 1 2n2 + 1
• · · · • • · · · • U4

U1 · · · U2 · · · U3

FIG. 1. An illustration of identity insertion for a generic
controlled unitary operation with two qubits. The Ui represent
unitary matrices and the ni are non-negative integers.

This paper is organized as follows. Section II reviews
linear ZNE in the presence of depolarizing noise. The
RIIM technique is introduced in Sec. III. The potential of
non-linear fits is discussed in Sec. IV. Sections V and VI

One common technique is Zero Noise Extrapolation
Idea: replace each CNOT by 2n+1 CNOTs.  This doesn’t 

change the answer without noise, but systematically increases 
the noise.  Then, extrapolate to zero noise.
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because qubits cannot be cloned [8–10]. As a result, there
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RIIM technique is introduced in Sec. III. The potential of
non-linear fits is discussed in Sec. IV. Sections V and VI

One common technique is Zero Noise Extrapolation
Idea: replace each CNOT by 2n+1 CNOTs.  This doesn’t 

change the answer without noise, but systematically increases 
the noise.  Then, extrapolate to zero noise.
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FIG. 4. The probability of finding an e
+
e
� pair in the two-

spatial-site Schwinger model from the initial empty state fol-
lowing time evolution with UT (t, �t). In the unshaded region,
the blue points (triangle markers with visible error bars) are
quadratic extrapolations to zero noise using the data above
each point at increasing values of the noise parameter, r. (260
IBM allocation units and ⇠ 3.6 QPU·s)

We have optimized the sequence of operations in a first-
order Trotterization. While Trotterization bypasses the
classical resources needed in the previous time evolution
implementation to solve for the 9 angles of a symmet-
ric SU(4) matrix, its demand for long coherence times
is not satisfied with the T2 times available on current
quantum hardware. Using the reported gate specifica-
tions of ibmqx2 in terms of pulse sequences and their
temporal extent, the T2 coherence time of the device is
reached after ⇠ 10 time steps. This can be seen in Fig. 4
where the Trotterized evolution with �t = 0.1 saturates
to the classical probability of 0.5 after a small number of
steps—quantum coherence has been lost. This limitation
in the number of coherent time steps encourages the use
of larger values of �t (top data in shaded region), trading
accuracy of the Trotterization for coherence maintained
further into the time evolution. Even with this trade o↵,
this method is currently unable to explore the low-energy
structure of the dynamic fluctuations.

V. DISCUSSION AND OUTLOOK

Our work has identified key areas of future develop-
ment needed to robustly explore quantum field theories
with (imperfect) universal quantum computers. In order
to explore more complex dynamics such as the scatter-
ing of hadrons or the time evolution of charge screen-
ing, a balance between the short-depth circuits of exact
SU(2n) propagator evolution and the manageable classi-
cal resources required to Trotterize must be developed.
Regardless of the chosen method of time evolution, classi-

cal pre- and post-processing will continue to be invaluable
for scientifically-relevant calculations on near-term quan-
tum computers. By enforcing Gauss’s law, momentum
projecting states, and imposing the discrete symmetry
of parity, the exponential growth of the Schwinger model
Hilbert space has been softened su�ciently to achieve cal-
culations on IBMs superconducting quantum hardware.
This reduction has made possible the exploration of static
and dynamic observables within the current and foresee-
able experimental quantum computing landscape lacking
quantum error correction and limited by coherence times
and gate fidelities. Requiring such a classical reduction
in the process of building the physical, projected basis
admittedly does not allow for advantage in the Hilbert
space dimensionality accessible to the quantum vs classi-
cal computation. However, the space of advantage is mul-
tidimensional. By combining the strengths of the clas-
sical and quantum computers to respectively tame the
Hilbert space and evolve it, the proposed heterogeneous
framework profits in the exploration of time dependent,
non-equilibrium, and finite density systems inaccessible
to classical computations alone.
Our work represents one step toward solving QCD with

NISQ era quantum computers to address Grand Chal-
lenge problems in nuclear and high-energy physics.
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cnot gates, for ni Ø 0. The focus here is on the cnot,
but the method generalizes to any unitary operation with
arbitrary U†U insertions for unitary operation U . Iden-
tity insertion is illustrated in Fig. 1. Since cnot

2 is the
identity, the addition of an even number of cnot oper-
ations should not change the circuit output, but does
amplify the noise. When ni = n for all i, this is the
fixed identity insertion method (FIIM). The application
of FIIM was first proposed in Ref. [24] using a linear fit
and an exponential fits were studied in Ref. [25]. Linear
superpositions of enlarged noise circuits were also studied
in Ref. [23], which will be similar to our results on higher
order fit ZNE with FIIM. One challenge with FIIM is that
it requires a large number of gates. We propose a new
solution to this challenge by promoting the ni from Eq. 1
to random variables to construct the random identity
insertion method (RIIM).
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fixed identity insertion method (FIIM). The application
of FIIM was first proposed in Ref. [24] using a linear fit
and an exponential fits were studied in Ref. [25]. Linear
superpositions of enlarged noise circuits were also studied
in Ref. [23], which will be similar to our results on higher
order fit ZNE with FIIM. One challenge with FIIM is that
it requires a large number of gates. We propose a new
solution to this challenge by promoting the ni from Eq. 1
to random variables to construct the random identity
insertion method (RIIM).

|0Í • • U4

|0Í U1 U2 U3

¿

2n1 + 1 2n2 + 1
• · · · • • · · · • U4

U1 · · · U2 · · · U3

FIG. 1. An illustration of identity insertion for a generic
controlled unitary operation with two qubits. The Ui represent
unitary matrices and the ni are non-negative integers.

This paper is organized as follows. Section II reviews
linear ZNE in the presence of depolarizing noise. The
RIIM technique is introduced in Sec. III. The potential of
non-linear fits is discussed in Sec. IV. Sections V and VI

One common technique is Zero Noise Extrapolation

New idea: promote ni to a random variable.  Instead of 
replacing every CNOT deterministically, randomly replace. 



63Gate error mitigation

Correction order, n

Random

Deterministic
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Circuit with N 
noisy gates: 

traditional method 
needs (n+1) x N 
additional gates

Random method 
only needs n+1 

additional gates (!) 
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V. BEYOND THE DEPOLARIZING NOISE
MODEL

Equation (2) introduced the full Krauss representation
of a noisy cnot gate. Let ‘ij = ‘ + ”ij . The depolarizing
error model is the case where ”ij = 0 and is what has been
considered thus far. In reality, there will be some non-
zero ”ij , though the non-depolarizing error has been less
studied in the literature and less-characterized on current
hardware platforms. While the methods studied in the
previous sections are able to suppress the depolarizing
error to O(‘nmax), they do not remove the O(”) term. This
means that it is not useful to go beyond O(‘2), unless
” < ‘2.

There are many other sources of noise, important ex-
amples being amplitude damping and decoherence noise.
The latter can be well-approximated as an exponential
random variable per operation, where the gate has some
fidelity (time constant) and requires some finite time to
perform. We leave the study of such noise to future in-
vestigations, but we anticipate that methods similar to
those studied here can be used to remove noise other than
depolarizing noise as well. In fact, in [23] it was argued
that similar methods also apply to amplitude damping
noise.

VI. STATISTICAL UNCERTAINTY

All results presented so far were in the limit where one
can measure the value of an observable with arbitrary pre-
cision. This is of course not true, since any measurement
on a quantum computer is probabilistic in nature, such
that most measurements have a statistical uncertainty
associated with them, which depends inversely on the
square root of the number of runs used to perform the
measurement.

Using the results of the previous sections, one can
quantify the impact of the statistical uncertainty. Recall
that the noiseless value ÈMÍex is obtained by taking linear
combinations of measurements with di�erent values of r,
and that in the limit of zero statistical uncertainty the
final uncertainty on the noiseless value is given by the
maximum of ” and ‘nmax+1. In the presence of statistical
uncertainty, each measurement of ÈMÍex(r) can only be
determined up to a statistical uncertainty

�(r) ≥
1

Ô
nmeas

, (52)

where nmeas denotes the number of measurements that
are performed in the measurement of each value ÈMÍ(R).
Adding the various contributions arising from the linear
superposition in quadrature, one finds that the error from

statistical uncertainties is given by

�stat = 1
Ô

nmeas

ı̂ıÙ
nmaxÿ

n=0

[a(n)]2

≥
1

Ô
nmeas

2nmax

nmax

, (53)

where the last line is only true in the limit of large nmax,
since we have used that the sum is dominated by its
largest values, given in Eq. (40).

This means that the final uncertainty in the FIIM and
RIIM methods are given by

�FIIM/RIIM[‘, ”; nmax, nmeas] ≥ max [”, ‘nmax , �stat]
(54)

VII. NUMERICAL RESULTS

We use qiskit [28] to simulate the quantum circuits
described below and demonstrate FIIM and RIIM. Sec-
tion VII A studies the simple cnot only circuit from Fig. 2
and Sec. VII B examines a more complicated case of time
evolution for the quantum simple harmonic oscillator.

A. Simple Circuit

The simple circuit shown in Fig. 2 was particularly
useful because of its analytical tractability. In particular,
because one can compute the expectation values analyti-
cally, it is possible to consider the nmeas æ Œ limit. In
this section, we use a slight modification of this simple
circuit, which uses 4 cnot gates, which are started in the
initial state |10Í. In the noiseless limit, the final state is

|1Í • •

|0Í • •

FIG. 3. A simple circuit with 4 cnot gates used in this
section.

given by |11Í. Four gates are used in order to demonstrate
the potential for removing depolarization errors up to ‘5,
and we use a di�erent initial state such that decoherence,
discussed later in the section, is not driving the result
towards the final expectation.

Fig. 4 illustrates the scaling of the error and gate count
for RIIM and FIIM for this circuit. As desired, the error
decreases with the order of the error correction. The
number of qubits required for RIIM is much lower than
FIIM for a fixed order of error correction. For example,
correcting the O(‘4) requires 8 total gates for RIIM but
FIIM requires 36. In fact, for a fixed correction order,
the coe�cient of the subleading depolarizing error is also

A. He, BPN, W. de Jong, C. Bauer, PRA 102 (2020) 012426
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• Extend shower model 
• Electroweak radiation in SM (full SU(2)) 
• Phenomenology with scalar model (heavy DM?) 

• Towards QCD 
• Other source of interference (kinematic, color) 
• Soft radiation 
• Hybrid lattice methods
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FIG. 2: The number of standard qubit gates as a function of
the number of states, using the formulae given in

Eqs. (A35), (A37), (A40) and (A42) . The asymptotic
behavior is illustrated with a fit to N5 lnN .

0 1 2 3 4

5 6 7 8 9

10 1� 12 13 14

15 16 17 18 19

FIG. 3: Layout of IBM Q Hub Johannesburg chip. The
highlighted qubits were used in generating the experimental
data in Figure 1 and were chosen to minimize the number of

required SWAPs and operation errors.

qubit was based on the best one- and two-qubit calibra-
tion data provided by IBM on the day experiments were
run on the hardware.

The 4 step circuit requires 5 qubits with the |fi qubit
needing to perform two-qubit CNOT operations with the
other 4 qubits in sequence. Our circuit consists of 53
gates, of which 34 are one-qubit rotations and 19 are
two-qubit operations (of which 3 were needed to swap
qubits 10 and 11). The maximum connectivity on the
Johannesburg chip, and in fact all other available chips,
on the IBM Q platform is 3. To connect the final qubit

to the |fi qubit, a minimum of one SWAP operation is
required. Within the bit string the logical ordering of
the qubits [0–4] is [12, 7, 13, 11, 10]. At the point in
the circuit where qubits 12 and 10 need to interact, we
simply apply a SWAP operation between qubits 10 and
11 and continue with the circuit operating between qubit
12 and 11. Instead of swapping qubits 10 and 11 back at
the end of the operations, we simply read out the qubits
in the expected order by assigning them to the correct
classical registers containing the bit strings. The circuit
was run 100 times with 8192 shots per run, resulting in
a total of 819,200 samples.

Readout noise is one of the largest sources of errors on
a quantum computer. To correct for these errors, we used
both IBM’s constrained matrix inversion approach imple-
mented in qiskit-ignis [50] and the iterative Bayesian
method described in Reference [48] with 100 iterations.
Both results are consistent with each other and the an-
swer is insensitive to the number of iterations. Applying
either method requires a response matrix encoding the
migrations between qubit states before and after a mea-
surement is performed. The response matrix was gener-
ated immediately prior to running the circuits, within the
same job. For each of the 25 possible states, a circuit is
constructed to build that particular state by applying X

rotations. This is repeated many times for each state and
the outcomes populate the response matrix. It should be
noted that the response matrix will also accumulate er-
rors from the 1-qubit rotation, though these are likely to
be small. The response matrix is presented in Fig. 4. As
desired, the most probable measured state is the original
state for all cases. O↵ diagonal terms account for 10-20%
of the probability mass function for each state.

In addition to the readout corrections, we made an at-
tempt to mitigate the errors generated by the two-qubit
CNOT operations. Here we followed the zero-noise ex-
trapolation technique by Dumitrescu et al. [49], where
each CNOT operation (with exception of the SWAP op-
eration) was expanded respectively by 2 and 4 CNOT
operations (adding e↵ectively 1 or 2 identity operations).
As our circuit has 16 CNOT operations, the extrapola-
tion scheme required circuits with 48 and 80 CNOTs,
respectively. To ensure that these extra gates were not
removed, the circuits were executed setting the transpiler
optimization level to 0.

Modeling CNOT noise as simply additive, one can fit
the value of any observable as a function of the number
of CNOTs to a straight line and extrapolate to zero. In
our case, for each bin of the histograms in Figure 1, we
have the bin value for 1, 3, and 5 CNOTs. A linear func-
tion is fit to these data and then evaluated at zero in
order to extrapolate the CNOT errors to zero. Figure 5
presents the extrapolation for log(✓max) and the number
of emissions for both values of g12. The data seem to
be approximately linear, but it is di�cult to establish
linearity with only three points. As a result, the plots
presented in Figure 1 only have unfolding corrections.
Developing qubit and gate e�cient methods for mitigat-

• Software-hardware interface
• Custom operations 

• Resetting qubits, repeated operations, qudits 
• QFT-tailored hardware 

• Optimal lattice

~N3 log(N)
remeasurement
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There is a long road ahead, but quantum algorithms are very 
promising for modeling high energy scattering processes.

Image credit: Flip Tanedo

At the same time, we can use 
our experience in experimental/
theoretical HEP to contribute to 
quantum computing in general.

The field of QIS is rapidly 
advancing and there are 

growing connections between 
experiment, theory, 

instrumentation, and computing.
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Image credit: http://lpc-clermont.in2p3.fr/IMG/theorie/LQCD2.jpg Image credit: https://en.wikipedia.org/wiki/Feynman_diagram

Lattice
Perturbation theory

Pro: Full theory

Con: Dynamics are too hard

Pro: Can do high-
energy dynamics

Con: An approximation
(already using supercomputers)

http://lpc-clermont.in2p3.fr/IMG/theorie/LQCD2.jpg
https://en.wikipedia.org/wiki/Feynman_diagram
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Pioneering work by Preskill & collaborators  
(Science 336 (2012) 1130).

For a great perspective piece, see Preskill’s recent Lattice2018 talk:1811.10085

factorially with the number of loops and the number of external particles.

If the coupling constant is insufficiently small, the perturbation series does not yield correct

results. In φ4 theory, for D = 2, 3 spacetime dimensions, by increasing the coupling λ0, one

eventually reaches a quantum phase transition at some critical coupling λc (20–22). In the pa-

rameter space near this phase transition, perturbative methods become unreliable; this region is

referred to as the strong-coupling regime. There are then no known feasible classical methods

for calculating scattering amplitudes, although lattice field theory can be used to obtain static

quantities, such as mass ratios. Even at weak coupling, the perturbation series is not conver-

gent, although it is asymptotic (23–25). Including higher-order contributions beyond a certain

point makes the approximation worse. There is thus a maximum possible precision achievable

perturbatively.

We find that the number of quantum gates, Gweak, needed to sample from scattering proba-

bilities in weakly coupled, (d+ 1)-dimensional φ4 theory with accuracy ±ε scales as follows1:

Gweak ∼











(

1
ε

)1.5+o(1)
, d = 1 ,

(

1
ε

)2.376+o(1)
, d = 2 ,

(

1
ε

)3.564+o(1)
, d = 3 .

(1)

The asymptotic scaling of the number of gates used to simulate the strongly coupled theory

is summarized in Table 1.

Although quantum field theory is typically expressed in terms of Lagrangians, and within the

interaction picture, our algorithm is more naturally described in the formalism of Hamiltonians,

and within the Schrödinger picture. We start by defining a lattice φ4 theory, and subsequently

address convergence to the continuum theory. (In D = 4, the continuum limit is believed to

be the free theory. Nevertheless, since the coupling shrinks only logarithmically, scattering

processes for particles with small momenta in lattice units are still interesting to compute.)
1f(n) = o(g(n)) if and only if limn→∞ f(n)/g(n) = 0. In the case of ε scaling it is of course 1/ε that is taken

to infinity. We have used little-o notation to simplify our exposition. For more technical detail, see Appendix A.

4

Number of quantum 
gates to reach precision 

e in d+1 dimensions

λc − λ0 p nout

d = 1
(

1
λc−λ0

)8+o(1)
p4+o(1) Õ(n5

out)

d = 2
(

1
λc−λ0

)5.04+o(1)
p6+o(1) Õ(n7.128

out )

Table 1: The asymptotic scaling of the number of quantum gates needed to simulate scattering in
the strong-coupling regime in one and two spatial dimensions is polynomial in p, the momentum
of the incoming pair of particles, λc − λ0, the distance from the phase transition, and nout, the
maximum kinematically allowed number of outgoing particles. The notation f(n) = Õ(g(n))
means f(n) = O(g(n) logc(n)) for some constant c.

Let Ω = aZd
L̂
, that is, an L̂ × . . . × L̂ lattice in d spatial dimensions with periodic boundary

conditions and lattice spacing a. The number of lattice sites is V = L̂d. For each x ∈ Ω,

let φ(x) be a continuous, real degree of freedom — interpreted as the field at x — and π(x)

the corresponding canonically conjugate variable. In canonical quantization, these degrees of

freedom are promoted to Hermitian operators with the commutation relation

[φ(x), π(y)] = ia−dδx,y1. (2)

As is standard in quantum field theory, we use units with ! = c = 1. φ4 theory on the lattice Ω

is defined by the Hamiltonian

H =
∑

x∈Ω

ad
[

1

2
π(x)2 +

1

2
(∇aφ)

2(x) +
1

2
m2

0φ(x)
2 +

λ0
4!
φ(x)4

]

, (3)

where ∇aφ denotes a discretized derivative, that is, a finite-difference operator.

We represent the state of the lattice field theory by devoting one register of qubits to store

the value of the field at each lattice point. Each φ(x) is in principle an unbounded contin-

uous variable. To represent the field at a given site with finitely many qubits, we cut off

the field at a maximum magnitude φmax and discretize it in increments of δφ. This requires

nb = O(log(φmax/δφ)) qubits per site. Note that this field discretization is a separate issue from

the spatial discretization via the lattice Ω.

5

This (and subsequent) work is more 
about formal scaling properties - 

actual number of qubits is too large to 
make practical calculations yet.

https://arxiv.org/pdf/1111.3633.pdf
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5

FIG. 4. The probability of finding an e
+
e
� pair in the two-

spatial-site Schwinger model from the initial empty state fol-
lowing time evolution with UT (t, �t). In the unshaded region,
the blue points (triangle markers with visible error bars) are
quadratic extrapolations to zero noise using the data above
each point at increasing values of the noise parameter, r. (260
IBM allocation units and ⇠ 3.6 QPU·s)

We have optimized the sequence of operations in a first-
order Trotterization. While Trotterization bypasses the
classical resources needed in the previous time evolution
implementation to solve for the 9 angles of a symmet-
ric SU(4) matrix, its demand for long coherence times
is not satisfied with the T2 times available on current
quantum hardware. Using the reported gate specifica-
tions of ibmqx2 in terms of pulse sequences and their
temporal extent, the T2 coherence time of the device is
reached after ⇠ 10 time steps. This can be seen in Fig. 4
where the Trotterized evolution with �t = 0.1 saturates
to the classical probability of 0.5 after a small number of
steps—quantum coherence has been lost. This limitation
in the number of coherent time steps encourages the use
of larger values of �t (top data in shaded region), trading
accuracy of the Trotterization for coherence maintained
further into the time evolution. Even with this trade o↵,
this method is currently unable to explore the low-energy
structure of the dynamic fluctuations.

V. DISCUSSION AND OUTLOOK

Our work has identified key areas of future develop-
ment needed to robustly explore quantum field theories
with (imperfect) universal quantum computers. In order
to explore more complex dynamics such as the scatter-
ing of hadrons or the time evolution of charge screen-
ing, a balance between the short-depth circuits of exact
SU(2n) propagator evolution and the manageable classi-
cal resources required to Trotterize must be developed.
Regardless of the chosen method of time evolution, classi-

cal pre- and post-processing will continue to be invaluable
for scientifically-relevant calculations on near-term quan-
tum computers. By enforcing Gauss’s law, momentum
projecting states, and imposing the discrete symmetry
of parity, the exponential growth of the Schwinger model
Hilbert space has been softened su�ciently to achieve cal-
culations on IBMs superconducting quantum hardware.
This reduction has made possible the exploration of static
and dynamic observables within the current and foresee-
able experimental quantum computing landscape lacking
quantum error correction and limited by coherence times
and gate fidelities. Requiring such a classical reduction
in the process of building the physical, projected basis
admittedly does not allow for advantage in the Hilbert
space dimensionality accessible to the quantum vs classi-
cal computation. However, the space of advantage is mul-
tidimensional. By combining the strengths of the clas-
sical and quantum computers to respectively tame the
Hilbert space and evolve it, the proposed heterogeneous
framework profits in the exploration of time dependent,
non-equilibrium, and finite density systems inaccessible
to classical computations alone.
Our work represents one step toward solving QCD with

NISQ era quantum computers to address Grand Chal-
lenge problems in nuclear and high-energy physics.
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Recent progress by simplifying the problem has led to 
actual calculations of dynamics on a quantum computer!

r = “noise ratio”; for r > 1, add 
extra CNOTs that correspond 

to the identity operation.

This is the 1+1 Schwinger 
model; calculating the 

probability of finding an e+e- 
pair from the vacuum.

https://arxiv.org/abs/1803.03326
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bitstring

ÈOÍ = 1
N

ÿ

s

ns(s0 + 2s1 + 4s2 + 8s2 + 16s3 + 32s4) ,

(6)

as a representative observable. Here si œ {0, 1} is the
value of the ith qubit in state s, ns is the number of times
the state is measured to be in state s, and N =

q
s ns

is the total number of measurements in one iteration
of the procedure. For the inverted W state, the exact
value of this observable is given by ÈOÍ = 124/4 = 24.8.
Computing the average value of ÈOÍ from repeating the
procedure 1000 times reproduces this result with and
without readout symmetrization and readout rebalancing.
This is expected, since the post-processing step should
not a�ect the central value. In contrast, the standard
deviation across the 1000 runs of the procedure depends
on the level of fidelity improvement one applies. Without
any fidelity improvement, the standard deviation is given
by 0.0232±0.0005, with symmetrized readout it is 0.0214±

0.0005, while for readout rebalancing one finds a standard
deviation of 0.0189 ± 0.004. This means that one can use
fewer measurements with readout rebalancing to achieve
the same statistical precision as the nominal approach
or for the same number of measurements, the statistical
uncertainty is smaller with readout rebalancing included.
In particular, reducing the statistical uncertainty by 20%
is equivalent to having 50% more measurements (sinceÔ

1.5 ≥ 1.2).
As a second example we use Grover’s algorithm [54],

shown in the bottom plot of Fig. 3. In general, given
an oracle, Grover’s algorithm is able to find the inputs
that produce a particular output value. In our case,
the oracle is the Boolean function (x0 ‚ x1 ‚ x2 ‚ x3 ‚

x4), where the input to xi would be the ith bit of our
bitstring. For this function to equal 1 our desired input
would be the state |11111Í, so instead of Eq. (6), we
use the counts in the |11111Í state as our observable for
105 measurements. As with the previous example, all
three approaches achieve the consistent central values
(2.57◊104). However, the standard deviations are 210±4
(default), 185 ± 4 (symmetrized readout), and 160 ± 4
(readout rebalancing). This 30% improvement in precision
is equivalent to a 70% larger number of measurements
(since

Ô
1.7 ≥ 1.3).

A third example is a one-dimensional Gaussian state,
which arises in the context of a 0 + 1 dimensional non-
interacting scalar quantum field theory (as the ground
state of the Harmonic Oscillater) [55–62]. In order to
illustrate the impact of readout rebalancing, a Gaussian
random variable with mean µ and standard deviation
0.1 is digitized with 5 bits where |00000Í ‘æ ≠1 and
|11111Í ‘æ 1, where µ ranges from ≠1 to 1. Probability
mass functions of these Gaussian states are presented in
the top plot of Fig. 4.

The mean and standard deviation of ÈOÍ are shown in
the middle and bottom plots of Fig. 4, respectively. As
expected, ÈOÍ increases monotonically with µ and is the

FIG. 4. Top: the true counts for the truncated Gaussian states
with fixed variance and shifted means. Middle (right): the
average value (standard deviation) of the state when converting
the bitstring to base 10 as a function of the Gaussian mean.
Error bars represent statistical uncertainties.
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