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At the moment, Kubernetes only supports horizontal pod autoscaling based on predefined pod metrics (CPU
and memory usage). Therefore, in order to achieve an actually green elastic cloud model (optimizing resource
usage) a key point is to integrate this tool with autoscaling solutions based on custommetrics, and this requires
the usage of third-party elements.
In this work we show the horizontal pod autoscaling based on custom metrics: in this workflow metrics are
collected by a Prometheus server, and are then manipulated and made available to k8s-native Horizontal Pod
Autoscaler (HPA) resources.
We show how we apply the presented feature to two HEP-related use cases: in the first one this solution is
applied to CMSWEB (i.e. CMS web services) infrastructure, in the second one it is used to enhance elasticity
of an analysis facility prototype on INFN-Cloud, with the automatic scaling of HTCondor instances.
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