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Analysis facilities: prototypes 
● Two AF facilities with the possible outcome of adding more sites as soon as 

we gain experience

CMSAF @T2 Nebraska
“Coffea-Casa”

https://cmsaf-jh.unl.edu

Elastic AF @ Fermilab

● Q4 2020 - Invite first users to test “alpha” version of UNL AF (“coffea-casa”)

● Q4 2020 - Make “coffea-casa” products (Helm charts, modules) deployable in any other AF facility 
○ Expected first test deployment of FNAL Elastic AF during 2021

● Q4 2020 - Finalize testing of ServiceX@UNL AF

● Q1 2021 - Deploy and test data delivery with Skyhook at UNL AF

https://cmsaf-jh.unl.edu


T2 Nebraska Site Resources
T2_US_Nebraska has over 13,000 cores available for analysis, accessible via 
grid interfaces, internally managed by HTCondor.

11 PB of HDFS data storage, 12 XRootD/GridFTP data doors

It also operates an XCache service with 90TB of cache space.
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UNL K8s Cluster specs
(Currently this Kubernetes setup is constructed with recycled workers and disks.)

A lot of different users 
(namespaces)!

Hostname Role Description CPU RAM
red-kube-vm00[1,2,3] masters VMs 2 8GB
red-kube-c07[24,26,28,30] workers R710s 24 96GB
red-kube-c10[35,36,37] workers Sun X2200 8 32GB
red-kube-c69[21-26] workers Sun X2200 8 24GB
red-kube-c69[27-30] workers 2x4U Supermicro 16 64GB
red-kube-c6931 workers 1U Supermicro 8 32GB

Lens for 
monitoring



 

Analysis Facility @ T2 Nebraska

Per-user 8 Core “CMS Analysis pod” 
created on login (Dask scheduler 

container and Dask worker sidecar 
container)

Can scale up to available HTCondor 
slots on the T2 resource



 

Current status of Analysis Facility @ T2 Nebraska
Enabled token 

authentication in HTCondor 
infrastructure

We are using a highly 
customized “CMS Analysis” 

container with all the necessary 
dependencies

Pod customization hook to create 
secrets and services - pod can expose 
the Dask scheduler to the outside world 
and can authenticate with services like 
HTCondor and XRootD

Security - TLS enabled 
communication between 
workers and scheduler

CoffeaCasaCluster: HTCondorCluster 
integration for Dask to allow 

auto-scaling out to the local HTCondor 
pool

All of this is being 
incorporated into a Helm 
chart - many rough edges, 
but it will be portable to 
other sites

Integration of XRootD - each 
pod’s unique secret includes 

and auto-generated 
macaroon authorizing the 

pod to access files at the site 
XCache server

Developed a custom XRootD client plugin enabling 
whenever the prefix root://xcache/ is used, hostname is 
replaced with the correct one for the local site (using 
environment variables) and token authorization is 
automatically used & embedded in the URL



Jupyterhub Helm charts (forked from Z2JH)

A lot of customisations (CMS-related 
and not only)!



Authentication@Coffea-Casa
auth:
   type: custom
   custom:
      className: oauthenticator.generic.GenericOAuthenticator
      …...

Z2JH allows for many different, standard SSO solutions and it should be fairly easy 
for any experiment to plugin their SSO solution (or do user/password management 

if they desire).



Traefik@Coffea-Casa - modern HTTP reverse proxy and load 
balancer that makes deploying microservices easy

For Coffea-Casa:

● Allow hub to add DNS entries to traefik 
service in traefik namespace for each 
user:

○ For Dask scheduler;
○ For Dask workers.

No need to maintain 
external IPs 

Next step is to add a generic DNS management at Coffea-Casa Helm Charts (easily adaptable to any 
cluster/grid site perspectives)



 

Analysis Facility @ T2 Nebraska

Service X

Skyhook

Columnservice
Kubernetes
Cluster

We are looking for the volunteers (other sites) to try our developments!



ServiceX (RC3)

Ingress Nginx

Cert Manager

Transformer Code Gen DID Finder

Minio Postgresql Preflight

RabbitMQ ServiceX App X509 secrets

Next step is to test 
opt-out of ServiceX 
user management 
system for 
Coffea-Casa...



WIP: HTCondor Dedicated Schedd Integration
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Other K8s Coffea-Casa Plans

● Add Flux CD for Coffea-casa Helm Charts at UNL

● Adopt ServiceX to use Rados Gateway (RGW) instead of default Minio

● Integrate SkyHook at Coffea-Casa (via Rook.io)



Coffea-Casa Timeline

● Q4 2020 - Invite first users to test “alpha” version of UNL AF (“coffea-casa”)

● Q4 2020 - Make “coffea-casa” products (Helm charts, modules) deployable in any other AF 
facility 

○ Expected first test deployment of FNAL Elastic AF during 2021

● Q4 2020 - Finalize testing of ServiceX@UNL AF

● Q1 2021 - Deploy and test data delivery with Skyhook at UNL AF 


