
WLCG Experiments Test Framework  
Update

Marian Babik, CERN
WLCG operations coordination, Nov 2020



WLCG Ops  Nov 2020

Outline

● Follow up on ETF update presented at WLCG ops coordination last year
● Today I will focus on the recent major ETF updates

○ Already in production for CMS, ATLAS and soon for others

● New job submission and WN test frameworks
● Quick walkthrough of the new features and functionality
● Challenges and Plans
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https://docs.google.com/presentation/d/1lQG8EpGI-mY7B8CTSjXrvUUNrb5L1rzLOzZJ_wzWR00/edit?usp=sharing
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Motivation
Current WLCG Service Availability Monitoring (SAM) structure
● WLCG Experiments Test Framework (ETF)

■ WLCG testing middleware (running so called SAM tests)
■ Active testing of the sites services and reporting back to SAM3/MONIT
■ Common to all experiments 
■ Main source for WLCG Availability/Reliability Reports (different from EGI/ARGO)

● MONIT/SiteMon
■ Aggregation (via custom algos), visualisation and reporting
■ Support for multiple sources of metrics (e.g. ALICE storage tests, ATLAS ASAP)

● A generic test framework remains fundamental for WLCG monitoring
○ Keeping track of sites availability/reliability
○ Running deployment campaigns (IPv6, HTTP, etc.)
○ Provides means of isolation when debugging site/experiments issues 

■ Middleware bugs, site setup/configuration, latency sensitive issues/timeouts, etc.
○ Contributing to the operational toolchain of the experiments
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Overview
Generic test middleware based on open source

● Checkmk, Nagios core and Messaging (ActiveMQ)
● Containerised, uses gitlab CI/Auto DevOps

Focuses on functional testing (atomic) 
● Direct job submissions, worker node env. testing
● Core storage operations
● Remote API testing and/or network testing (ping/icmp)

~ 150 sites, 1200 hosts monitored 
~ 10 metrics/host    
~ 1M metrics/day
ALICE, ATLAS, CMS, LHCb, DUNE
High-level functional testing
Site notifications
Checkmk dashboard to show results
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Plugins/Tests
Plugins Users/Experiments Maintained by
Job Submission
CREAM, ARC, HTCONDOR-CE
JESS

LHCb, ALICE, ATLAS, CMS, 
DUNE

ETF

Worker Nodes

ATLAS (3), CMS (11), LHCb (7), 
DUNE(1)

ATLAS, CMS, LHCb, DUNE ATLAS, CMS, LHCb, DUNE

Storage
GFAL2 (SRM, gsiftp, XRoot, HTTP) ATLAS ATLAS

GFAL2 (SRM) CMS CMS

XRoot CMS CMS

HTTPs/WebDAV HTTP TF HTTP TF

Network

perfSONAR (14) WLCG Network Throughput WG OSG, WLCG
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Quick recap - ETF submissions and WN tests

● Job submission
○ ETF submits one job at a time per CE and follows it up

■ Each experiment has production and QA instances (so queue can have multiple jobs)
○ Experiments now in control on most of the aspects related to submission

■ Which CEs are tested, frequency of job submission, credentials, timeouts, resource 
constraints, etc. 

■ Submission methods specific to each experiment 
● Direct (LHCb, ALICE) or via local HTCondor pool (ATLAS, CMS, DUNE)
● HTCondor pool is run locally as part of ETF - each experiment has its own

● WN tests
○ Part of the job payload is the worker node test framework together with all WN tests
○ Test framework runs all WN tests in parallel (configurable, usually in 2 processes)

■ WN tests are scripts compliant with the nagios plugins standard
○ WN test results are retrieved as part of the output once the job finishes 
○ High-level timeout for all tests to execute is 10 minutes, per test timeout is a bit less
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New Job Submission Framework (JESS)
● New job submission library and new job submission plugin

○ The aim was to simplify the design and develop a reusable library (not tied to Nagios)

● Pluggable - easy to extend to support different submission systems
○ Direct submission to ARC, CREAM and HT-Condor-CE
○ Submissions via local HT-Condor 

■ to ARC/CREAM/HTCondorCE and potentially other backends 
○ Submissions via remote HT-Condor pool 
○ ETF can also host a local HT-Condor pool to which remote startds can connect 

● Job tracking and monitoring
○ Currently tracking a single job per CE; can also be extended to track multiple jobs/CE
○ Manual re-scheduling of job submissions via web interface improved
○ Full log(s) of the running job (common structure across different backends)

● Support for configuration/env on the worker nodes
○ This can be configured by the experiments in the ETF core plugin (per host/service/site)

● Drops output limit on the submission details and worker node results
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https://gitlab.cern.ch/etf/jess
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JobState metric is the one that submits the job and 
follows it up - it reports current status of the running job 
including job log, last status details, JDL, etc. This metric 
will report all the other metrics for this hosts. JobState is 
not sent to MONIT.

This is the only metric that can be re-scheduled in order 
to fetch latest status or resubmit a new job (this will only 
work if previous job has already finished)

Job submission and WN tests
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JobSubmit metric will show the result of the job 
submission (once job has reached its final state) - 
this will include all details as in JobState but will also 
have additional details on job output, timeouts, etc.

WN metrics report results of the WN tests - 
they’re all set by the JobState once the job finishes
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Job details (HTCondor) 
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JobState metric output is common to all backends and 
has the following structure (structure changes a bit 
depending on state of the job): 

- Job JDL
- Job Submission - shows submission command 

and output
- Job log - shows last job log
- Last job status - shows latest job status 
- Once completed will also show 

- ETF job log - timeout limits configured and 
how they were tracked by ETF - times 
shown are approx - snapshots when 
JobState metric was executed

- WN test results - status of parsing from the 
job’s output tarball and ETF job log 

CONDOR backend details:
- Submission is done via condor_submit to local or 

remote HTCondor pool (this example uses local)
- Job log is taken from HTCondor pool log file
- Last job status is taken from condor_q -l command
- JDL will contain resource constraints as defined by 

the experiment (queues, memory, walltime, etc.)



WLCG Ops  Nov 2020

Job details (ARC and CREAM-CE)
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Plugin output 
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Historically plugin output has been restricted to 32kB due to nagios-core limit, which resulted in some 
long output being cut. 
A workaround was implemented that stores output in files, which are exposed via link following 
### Full plugin output can be found at <link>
Same for WN tests. Additional links are now available in the JobSubmit output that point directly to job 
files such as jdl, stdout, log, env, for ARC gmlog can also be made available, etc.

Already deployed in production for CMS, available to others if needed.



WLCG Ops  Nov 2020

Timeouts 
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Submission timeout - submissions via 
HTCondor pool will always succeed even if 
resource is down, but will result in job being 
HELD due to GridResourceDown event after ~ 60 
minutes.

Direct submissions timeouts are also supported 
(currently set to 10 minutes).

Once submitted, configurable timeouts on any 
job state - right now idle time and total time is 
being tracked - submission will results in warning 
(ETF job log has details)
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Resubmission 
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Currently testing in QA

In order to allow sites to reset job submission, 
which can sometimes get stuck (usually 
during/after downtime) - new metric will be 
added called JobReset.

Upon re-scheduling it will delete the current job 
file and re-submit a new job (so far this was only 
possible with manual intervention).

There is a time limit between two subsequent 
JobReset calls to avoid DoS (configurable, 
defaults to 15 minutes).
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Worker Node micro-Framework (WN-µFM)
● Micro-framework to execute tests on the worker nodes

○ Replaces statically compiled nagios binary, written in python with minimal dependencies
○ Supports py 2.6, 2.7, 3.4+; statically compiled version also available 

● Aims to provide reliable mechanism to run tests across different platforms
○ Run tests in parallel (configurable), can timeout/kill runaway tests
○ Initial support for alternate schedule for WN tests (some tests don’t need to run every time)

● Runs nagios standard compliant tests, but also generic scripts
○ Supports performance metrics (can report numeric values alongside status)

● Configured directly from ETF 
○ Using env/config passed from JESS (via env file) - now easy to pass variables directly from 

frontend to the WN to be used in tests (like sitename, paths, originating CE/queue, etc.)

● Pluggable support for test publishing
○ Directory queues, message queues, json, http upload, etc.
○ Can also be used to parse script output and generate metrics from it

● WN-µFM can also run as a standalone component
14

https://gitlab.cern.ch/etf/wn-fm
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WN-µFM
Framework is executed on the worker node using script etf-run.sh - details of 
tests execution available as part of the job stdout. 
WN tests are part of the ETF experiments code base and can be executed 
separately. Improvements can be submitted via merge requests (see reference).
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Short WN-FM summary is 
reported as part of the 
JobState metric output 
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Timeouts and errors - WN tests

16

On WN total time and per test timeouts can be 
configured - if timeout occurs framework will 
attempt to retrieve output up to the point of the 
timeout. Test will be set to unknown.

Better at catching test errors and reporting them 
- output now contains both stdout and stderr 
from test up to the point when test failed.
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● CREAM-CE retirement
○ Proposing to stop testing in January - currently blocking update of the HTCondor pool

● SRM storage metrics 
○ Legacy SRM tests retirement (moving to new protocols/gfal2 and python-nap needed)

● Notifications
○ Missing self-subscription functionality - would prefer a 3rd party component

● Authentication
○ Will need to re-implement to update to Checkmk 1.6/2.0 (we’re now on 1.5) - looking for 

standalone container that would support new auth/authz (tokens/openid) but also x509

● Resource landscape becoming complex (HPC, K8s, Clouds, etc.)
○ Experiments workload management systems diverging in the way they use resources 
○ In order to keep a common testing platform some form of integration with experiments 

WMS will be needed in the future 

● Short-term developments will focus on Checkmk 1.6/2.0 and K8s
○ This will also include MW and C8 updates, moving to python3, etc.
○ All will be made available as part of continuous release process 

Challenges and Plans
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Summary
● ETF is a container-based application combining open source software with 

a set of frameworks and APIs to provide flexible testing suite
● Easy to extend, re-locate and support new experiments and technologies
● Currently deployed at CERN for five experiments

○ Supporting IPv4-only and IPv6-only monitoring
○ Experiments contacts have access in case they need to debug and/or follow up on issues
○ Central instance provides a site-level view (one place to see results from all experiments)

● New job submission and WN framework offer a range of new possibilities
○ Easy to add new backends and more flexible ways for job submissions
○ New ways to run WN tests and collect/publish results

● Additional deployment at OSG for perfSONAR infrastructure monitoring
○ Strong interest from other communities to have this available as a generic tool

● MONIT reporting for IPv6 in development
● Feedback welcome via standard support channels or directly 
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Questions ?

Docs: https://etf.cern.ch/docs/latest/ (to be updated soon)
Central instance: https://etf.cern.ch/etf/check_mk/
Instances (access requires IGTF/x509 cert loaded in the browser):
CMS production     CMS QA IPv6    CMS QA      Code: CMS gitlab
ATLAS production  ATLAS QA IPv6  ATLAS QA   Code: ATLAS gitlab
LHCb production                              LHCb QA    Code: LHCb gitlab
ALICE production                              ALICE QA   Code: ALICE gitlab
pS production                                   pS QA         Code: pS gitlab
                                                          DUNE QA    Code: DUNE gitlab
ETF framework
ETF core containers  ETF Job Submission (Jess)  
ETF nagios plugins lib. NAP    ETF worker node micro framework
ETF support channels: GGUS: Monitoring or  etf-support@cern.ch (SNOW) 
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https://etf.cern.ch/docs/latest/
https://etf.cern.ch/etf/check_mk/
https://etf-cms-prod.cern.ch/etf/check_mk/
https://etf-cms-ipv6.cern.ch/etf/check_mk/
https://etf-cms-preprod.cern.ch/etf/check_mk/
https://gitlab.cern.ch/etf/cmssam
https://etf-atlas-prod.cern.ch/etf/check_mk/
https://etf-atlas-ipv6.cern.ch/etf/check_mk
https://etf-atlas-preprod.cern.ch/etf/check_mk
https://gitlab.cern.ch/etf/atlas-sam
https://etf-lhcb-prod.cern.ch/etf/check_mk/
https://etf-lhcb-preprod.cern.ch/etf/check_mk/
https://gitlab.cern.ch/etf/lhcb
https://etf-alice-prod.cern.ch/etf/check_mk/
https://etf-alice-preprod.cern.ch/etf/check_mk/
https://gitlab.cern.ch/etf/etf-alice
https://psetf.aglt2.org/etf/check_mk/
https://psetf-itb.aglt2.org/etf/check_mk/
https://gitlab.cern.ch/etf/perfsonar-plugins
https://etf-dune-preprod.cern.ch/
https://gitlab.cern.ch/etf/etf-dune
https://gitlab.cern.ch/etf/docker/
https://gitlab.cern.ch/etf/jess/
https://gitlab.cern.ch/etf/nap/
https://gitlab.cern.ch/etf/wn-fm
mailto:etf-support@cern.ch
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Architecture
ETF Core Framework

● Frontend API, configuration, scheduling, alerts
Plugins (probes/tests)

● Range of available plugins to test broad 
range of services 

● Contributed by experiments, PTs, TFs and
open source projects (Checkmk), etc.

● Python library to help write plugins (python-nap)
MQ Stream for publishing results
Job Submission Framework (JESS)

● Framework to write job submission plugins
(submit/manage jobs, retrieve worker node
results, etc.)

Worker Node Framework (WN-FM)
● Micro-scheduler to run tests on the WNs

(configure and execute WN tests, 
collect results)
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Deployment and Operations

Experiment instances @CERN (IPv4-only/IPv6-only in QA, IPv4-only in PROD)  
perfSONAR infrastructure monitoring @OSG

ETF now runs in containers and uses gitlab CI with Auto DevOps
● Each experiment has its own container/image and gitlab repository

○ Full control over packages and versions to be deployed
● ETF can be deployed in the experiment-specific environment if needed
● Faster development cycle - changes propagated to QA upon each commit 

○ Each commit triggers container rebuild and deployment to QA, one-click deploy to prod

● Simplified deployment - auto-deployed directly from gitlab
○ Easy to rollback
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Core 
ETF core currently running Checkmk 1.5
● Latest version is 1.6 (and 2.0alpha) - integration effort ongoing

ETF frontend - rule-based configuration system (ncgx) 
● Pluggable - python-based frontend/API for processing experiments 

topologies (what), tests (how) and schedule (when) (example)
○ Template language to define how/when tests are executed 
○ Tests can be configured to have different params per service/host/site, etc.

● Configuration now part of the experiments codebase (gitlab repository)
○ Experiments have full control over each aspect of the configuration (including topology)
○ Gitlab repository - single place for code (images, tests) and configuration

Topology - hosts/service types currently taken from VO feeds
● XML-feed produced by the experiments (docs, intro)

○ Currently main source for hosts, queues, storage paths, etc.
○ While there are no limitations in ETF, for reporting/aggregation it’s important to align 

topology with the aggregation layer (SAM3/MONIT)
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http://etf.cern.ch/docs/latest/ncgx/ncgx.html
https://gitlab.cern.ch/etf/etf-alice/blob/master/config/etf_config_alice.py
https://twiki.cern.ch/twiki/bin/view/EGEE/VOfeedDoc
https://indico.cern.ch/event/575249/

