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Method of UHECR observation

4

• UHECR is observed by using air shower (cascade reaction of 
primary cosmic rays with atmospheric particles).

• Using air shower MC, spectrum and arrival direction of primary 
cosmic rays are reconstructed.
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High Energy CR observation  
      by Extensive Air Shower  
         E ~ 1015eV 
     Studying the properties  

of primary CR relying  
on MC simulation. 
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Air shower and hadronic interaction
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p, n 
π+,π- π0

Cosmic-ray

•π0 → 2γ 
•  Induce  
electromagnetic  
showers  

•  bring the energy  
to next collisions  

•  Inelasticity: 
fraction of energy   
used for particle  
productions 
 k = 1 - Eleading/ECR 

Neutral pions 

Leading baryons

Hadronic interaction 
CR - N or O π0

γ

Leading p, n

They must be measured experimentally 
LHC forward (LHCf) do them at LHC
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Experimental setup 

4

Arm1

LHCf:¢`�$

ª�

ATLAS 

140m!

´³²µ¥±·¶¦¨�

´³²µ¥±·¶¦©�

Charged!par5cles!(+)!

Beam 

Charged!par5cles!(?)!

Neutral$$
par3cles$

Beam!pipe!

96mm�

!  LHC��(Îp?p�x��OJ�{3(wcêøþĀp�Ñ��)àf9!

!  LHC!√s=13TeV!p?p�xÓ¥E
lab
!=!9×1016eV!

!  2010>Ñ!LHC!900GeV,!7TeV�3�xðĀíº2013>Ñ!2.76TeV�3�
xÏ5.02TeV�3��xðĀíÒ"Bà|�!

Arm2

-140 m +140 m

proton proton

LHCf detectors 
• Sampling and positioning calorimeters 
•  Two towers, 20x20, 40x40mm2 (Arm1) , 25x25, 32x32mm2(Arm2) 
•  Tungsten layers, 16 GSO scintillators, 4 position sensitive layers 
  (Arm1: GSO bar hodoscopes,  Arm2: Silicon strip detectors) 

•  Thickness: 44 r.l. and 1.7 λ 

Location
• ATLAS interaction point  
•  +/- 140m from the IP 
•  Cover Zero degree of collisions 
pseudo rapidity η > 8.4   
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LHCf Operations and Analyses
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Run Elab (eV) Photon Neutron π0

p-p √s=0.9TeV 
(2009/2010) 4.3x1014 PLB 715, 298 

(2012) -

p-p √s=2.76TeV 
(2013) 4.1x1015 PRC 86, 065209 

(2014) PRD 94   
032007 
(2016)p-p √s=7TeV 

(2010) 2.6x1016 PLB 703, 128 
(2011)

PLB 750 
360 (2015)

PRD 86, 092001 
(2012)

p-p √s=13TeV 
(2015)

9.0x1016 PLB 780, 233 
(2018)

JHEP 2018, 73 (2018) 
JHEP 2020, 016 (2020) preliminary 

p-Pb √sNN=5TeV 
(2013,2016)

1.4x1016 PRC 86, 065209 
(2014)

p-Pb √sNN=8TeV 
(2016)

3.6x1016 Preliminary

RHICf  
p-p √s=510GeV 

(2017)
1.4x1014 Spin Asymmetry  

PRL 124 252501 (2021)

LHCf-ATLAS 
joint analysis

Photon in diffractive coll. 
ATLAS-CONF-2017-075

with STAR
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Photon (π0) measurement at pp
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Figure 4: Comparison of the photon spectra obtained from the experimental data and MC

predictions. The top panels show the energy spectra, and the bottom panels show the ratio of

MC predictions to the data. The hatched areas indicate the total uncertainties of experimental

data including the statistical and the systematic uncertainties.
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η > 10.94

‣ Source of EM components in CR-air showers 
‣ γ’s originate from π0 and η decays   
‣ LHCf covers high energy photons XF >~ 0.1
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Figure 5.10: Measured photon energy flow after the correction for ine�ciency of
the low energy photons and corresponding MC predictions in p–p

p
s=13 TeV. MC

predictions are shown in colored lines, while measured data at each ⌘ region are shown
in black points. Measured energy flows are plotted with the estimated systematic and
statistical errors. In the region of ⌘ >10.94, �⌘ is assumed as �⌘ =13-10.94.

results by 5–8 %. No models are consistent with the measured data at the highest

⌘ bin, 13 > ⌘ > 10.94. The measured data results indicate that the photon energy

flow by QGSJETII-04 is smaller in all measured ⌘ regions. The lack of the photon

energy flow of QGSJETII-04 is a level of 30 %. The corrected results and the model

predictions are summarized in Tab. 5.3.

5.3 Discussion

In this chapter, we summarize the obtained results of the very-forward photon pro-

duction in terms of the energy spectrum and the energy flow measurement and the

corresponding model predictions. Since the agreement of the results obtained with

the Arm1 and the Arm2 detectors has been already confirmed in Sec.4.6.1, the dis-

cussion here is built on the obtained results of the wide ⌘ acceptance calculated with

the Arm1 detector in this chapter. In order to consider the impact of this work

110

γ, differential cross-section 

γ, energy flow 

CERN-THESIS-2017-049

EPOS-LHC shows the best agreement  
QGSJETII-04 reproduces spectrum shape well  
SIBYLL reproduces energy flow well. 

Comparison with model predictions
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LHCf+ATLAS joint analysis 
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Proton

Non-diffraction Diffraction

Diffraction & non-diffraction

Proton Proton

Proton

ηη-10 -10 1010

Δη

MultiplicityMultiplicity Energy-flowEnergy-flow

ηη-10 -10 1010

6TeV1.4TeV

Δη

Δη

Non-diffraction event view Diffraction event view

Rapidity gap

    Detailed studies of hadronic interaction  
    by using central and forward correlation. 

Central (ATLAS) + Forward (LHCf) 

‣ Studying the diffractive collisions by requiring  
no charged particle in ATLAS inner tracker  
(Nch=0; |η|<2.5, pT > 100 MeV)

Joint operation has been  
successfully performed  
in 2013, 2015, 2016 operations

ATLAS-CONF-2017-075

• Large rapidity gap Δη > 5  
→ Pure diff. event with low-mass (log10ξ < 5) 

• Large model discrepancy in diff. events.
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Figure 4. Inclusive production cross section as a function of elasticity kn (left) and average
inelasticity 〈1−kn〉 extracted from that distribution (right), relative to p-p collisions at

√
s = 13TeV.

These quantities, measured using the LHCf Arm2 detector, are only relative to the events where
the leading particle is a neutron. Black markers represent the experimental data with the quadratic
sum of statistical and systematic uncertainties. Solid lines (left) and full circles (right) refer to
model predictions at the generator level, obtained using only the events where the leading particle
is a neutron. In order to compare this approach to the general case, 〈1−k〉, the average inelasticity
obtained using all the events independently of the nature of the leading particle, is also reported as
open circles in the right figure.

that was obtained from five simulation samples generated using all the models discussed in

section 4, taking the average as best estimate and the maximum deviation as uncertainty.

Corrections range between 1% and 70%, whereas absolute uncertainties go from 5% to

70%. The several sources of uncertainties acting on the dσn/dE distributions contribute

to the uncertainty on the elasticity distribution in a similar way to what was previously

described, i.e. assuming that all contributions are independent and dividing them in bin-by-

bin independent (only statistical) and bin-by-bin fully-correlated (all systematic) sources.

Note that, differently from the previous case, the term bin does not refer to the energy bin,

but to the pseudorapidity bin, because the summation index is on pseudorapidity and not

on energy. The elasticity distribution cannot directly be used to extract the error on the

average inelasticity, because systematic uncertainties are correlated both on energy and on

pseudorapidity. The entire procedure must therefore be repeated to extract the uncertainty,

but an average value is computed instead of building a histogram, so that both sources of

correlation are correctly considered in the estimation of the uncertainty. This value is then

corrected to take into account the contribution of neutrons below 500GeV, which are not

included in the dσn/dE distributions. The correction factor, estimated in a similar way to

what was previously discussed, amounts to a value of (0.4± 0.4)%.

Figure 4 shows the inclusive production cross section as a function of elasticity and

the average inelasticity extracted from that distribution, measured using the LHCf Arm2

detector. In the left plot, the contribution to the error bars of σn is dominated by the

uncertainty on dσn/dE for large values of kn and by the uncertainty on elasticity correction

– 14 –

Inelasticity measurement at pp
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obtained using all the events independently of the nature of the leading particle, is also reported as
open circles in the right figure.
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Leading p, n

Average Inelasticity 
leading = 
a neutron

n, differential cross-section 

leading = 
any particle

JHEP 2020, 016 (2020)

‣ Inelasiticity (k = 1- Eleading/ECR), energy fraction used for particle productions, 
is one of the most important parameters for understanding CR-air shower development. 

‣ LHCf measures high energy neutrons, which can be leading baryons.  
‣ 40% energy resolution for neutrons. ~ 10% contamination of K0, Λ

CR

LHCf-ATLAS joint analysis is on-going 
with LHCf-neutron samples. 

Average Inelasiticity:  QGSJET II-4 
Energy spectrum: EPOS, SIBYLL 
Energy flow: EPOS

Best agreement model
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Measurement at pPb 
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😜

p-Pbp-p

😗

Ideal condition  
 for Cosmic-rays

p-N,O
‣ Measurement of nuclear effect (but too heavy for CR.) 
‣ Large background from UPC collisions at very forward  

         photon       QCD (sig)  ~ UPC (bkg) 
        neutron       QCD (sig) << UPC (bkg)

γ þ p → π0 þ p via baryon resonances in UPCs. In fact,
the UPC simulation reproduces such a bump. Figure 14
presents the ratios of LHCf pT distributions to the pT
distributions predicted by hadronic interaction models
taking the UPC contribution into account in the pT
distributions.
The pz distributions are shown in Fig. 15. Figure 16

presents the ratios of LHCf pz distributions to the pz
distributions predicted by the hadronic interaction models.
A similar tendency to that found in pþ p collisions atffiffiffi
s

p
¼ 7 TeV is found for LHCf data relative to model

predictions. Concerning the comparison of hadronic inter-
action models with LHCf data, QGSJET shows a very good
agreement at pT < 0.2 GeV. However, at pT > 0.2 GeV,
there are no models giving a consistent description of LHCf
data within uncertainty over all pz bins, although EPOS

shows a certain compatibility with LHCf data for pT >
0.4 GeV and for pz < 3 TeV. The DPMJET predictions
agree with LHCf data at pT < 0.6 GeV and
pz < 2 TeV, while showing a harder distribution at higher
pz similar to pþ p collisions. Again, note the character-
istic bump found in the LHCf data at pz ∼ 1.2 TeV and

pT < 0.4 GeV, originating from the channel γ þ p → π0 þ
p via baryon resonances in UPCs.

VII. COMPARISONS OF THE LHCF
MEASUREMENTS AMONG DIFFERENT
COLLIDING HADRONS AND ENERGIES

A. Average transverse momentum

According to the scaling law proposed in Ref. [65], the
average transverse momentum, denoted hpTi, as a function
of rapidity should be independent of the center-of-mass
energy in the projectile fragmentation region. Here, we
obtain and compare the hpTi distributions as functions of
rapidity for pþ p and pþ Pb collisions. In the study of
this paper, hpTi is obtained by three methods discussed
below. The first two methods use analytic distributions that
are fit to the LHCf data, and the third uses numerical
integration of the LHCf data.
The first method uses the fit of an empirical Gaussian

distribution to the LHCf pT distributions for each rapidity
range in Figs. 5, 9, and 13. The second method uses a
Hagedorn function. Here, we pay attention to the fact that

FIG. 13. LHCf pT distributions (filled circles) in pþ Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. Error bars indicate the total statistical and
systematic uncertainties. The predictions of hadronic interaction models are shown for comparison: DPMJET (solid red line), QGSJET
(dashed blue line), and EPOS (dashed-dotted magenta line).

MEASUREMENTS OF LONGITUDINAL AND TRANSVERSE … PHYSICAL REVIEW D 94, 032007 (2016)

032007-15

triangles) are rather flat along the pT axis, within uncer-
tainties that are generally larger than those in pþ p
collisions. This may indicate that the saturation momentum
in pþ Pb collisions is well above the measured pT range
and also that the xF distributions in pþ Pb collisions are
suppressed relative to those for pþ p collisions.

E. Nuclear modification factor

The effects of high gluon density in the target are
inferred from the comparison of the leading exponent α
between in pþ p and pþ Pb collisions (see the preceding
Sec. VII D). Here, we introduce the nuclear modification
factor that quantifies the pT spectra modification caused
by nuclear effects in pþ Pb collisions with respect to
pþ p collisions. The nuclear modification factor RpPb is
defined as

RpPb ≡ σppinel
hNcolliσ

pPb
inel

Ed3σpPb=dp3

Ed3σpp=dp3
; ð10Þ

FIG. 22. The best-fit leading exponent of (1-xF) as a
function of pT. Open red circles and filled black circles indicate
LHCf data in pþ p collisions at

ffiffiffi
s

p
¼ 2.76 and 7 TeV,

respectively. Filled blue triangles indicate LHCf data in pþ Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV.

FIG. 23. The nuclear modification factor for π0s. Filled circles indicate the factors obtained from LHCf data. Error bars indicate the
total uncertainties incorporating both statistical and systematic uncertainties. Other lines are the predictions from hadronic interaction
models: DPMJET (solid red line), QGSJET (dashed blue line), and EPOS (dashed-dotted magenta line).
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γ þ p → π0 þ p via baryon resonances in UPCs. In fact,
the UPC simulation reproduces such a bump. Figure 14
presents the ratios of LHCf pT distributions to the pT
distributions predicted by hadronic interaction models
taking the UPC contribution into account in the pT
distributions.
The pz distributions are shown in Fig. 15. Figure 16

presents the ratios of LHCf pz distributions to the pz
distributions predicted by the hadronic interaction models.
A similar tendency to that found in pþ p collisions atffiffiffi
s

p
¼ 7 TeV is found for LHCf data relative to model

predictions. Concerning the comparison of hadronic inter-
action models with LHCf data, QGSJET shows a very good
agreement at pT < 0.2 GeV. However, at pT > 0.2 GeV,
there are no models giving a consistent description of LHCf
data within uncertainty over all pz bins, although EPOS

shows a certain compatibility with LHCf data for pT >
0.4 GeV and for pz < 3 TeV. The DPMJET predictions
agree with LHCf data at pT < 0.6 GeV and
pz < 2 TeV, while showing a harder distribution at higher
pz similar to pþ p collisions. Again, note the character-
istic bump found in the LHCf data at pz ∼ 1.2 TeV and
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p via baryon resonances in UPCs.
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obtain and compare the hpTi distributions as functions of
rapidity for pþ p and pþ Pb collisions. In the study of
this paper, hpTi is obtained by three methods discussed
below. The first two methods use analytic distributions that
are fit to the LHCf data, and the third uses numerical
integration of the LHCf data.
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taking the UPC contribution into account in the pT
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The pz distributions are shown in Fig. 15. Figure 16

presents the ratios of LHCf pz distributions to the pz
distributions predicted by the hadronic interaction models.
A similar tendency to that found in pþ p collisions atffiffiffi
s
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¼ 7 TeV is found for LHCf data relative to model

predictions. Concerning the comparison of hadronic inter-
action models with LHCf data, QGSJET shows a very good
agreement at pT < 0.2 GeV. However, at pT > 0.2 GeV,
there are no models giving a consistent description of LHCf
data within uncertainty over all pz bins, although EPOS

shows a certain compatibility with LHCf data for pT >
0.4 GeV and for pz < 3 TeV. The DPMJET predictions
agree with LHCf data at pT < 0.6 GeV and
pz < 2 TeV, while showing a harder distribution at higher
pz similar to pþ p collisions. Again, note the character-
istic bump found in the LHCf data at pz ∼ 1.2 TeV and

pT < 0.4 GeV, originating from the channel γ þ p → π0 þ
p via baryon resonances in UPCs.
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According to the scaling law proposed in Ref. [65], the
average transverse momentum, denoted hpTi, as a function
of rapidity should be independent of the center-of-mass
energy in the projectile fragmentation region. Here, we
obtain and compare the hpTi distributions as functions of
rapidity for pþ p and pþ Pb collisions. In the study of
this paper, hpTi is obtained by three methods discussed
below. The first two methods use analytic distributions that
are fit to the LHCf data, and the third uses numerical
integration of the LHCf data.
The first method uses the fit of an empirical Gaussian

distribution to the LHCf pT distributions for each rapidity
range in Figs. 5, 9, and 13. The second method uses a
Hagedorn function. Here, we pay attention to the fact that
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agree with LHCf data at pT < 0.6 GeV and
pz < 2 TeV, while showing a harder distribution at higher
pz similar to pþ p collisions. Again, note the character-
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obtain and compare the hpTi distributions as functions of
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γ þ p → π0 þ p via baryon resonances in UPCs. In fact,
the UPC simulation reproduces such a bump. Figure 14
presents the ratios of LHCf pT distributions to the pT
distributions predicted by hadronic interaction models
taking the UPC contribution into account in the pT
distributions.
The pz distributions are shown in Fig. 15. Figure 16

presents the ratios of LHCf pz distributions to the pz
distributions predicted by the hadronic interaction models.
A similar tendency to that found in pþ p collisions atffiffiffi
s

p
¼ 7 TeV is found for LHCf data relative to model

predictions. Concerning the comparison of hadronic inter-
action models with LHCf data, QGSJET shows a very good
agreement at pT < 0.2 GeV. However, at pT > 0.2 GeV,
there are no models giving a consistent description of LHCf
data within uncertainty over all pz bins, although EPOS

shows a certain compatibility with LHCf data for pT >
0.4 GeV and for pz < 3 TeV. The DPMJET predictions
agree with LHCf data at pT < 0.6 GeV and
pz < 2 TeV, while showing a harder distribution at higher
pz similar to pþ p collisions. Again, note the character-
istic bump found in the LHCf data at pz ∼ 1.2 TeV and

pT < 0.4 GeV, originating from the channel γ þ p → π0 þ
p via baryon resonances in UPCs.
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According to the scaling law proposed in Ref. [65], the
average transverse momentum, denoted hpTi, as a function
of rapidity should be independent of the center-of-mass
energy in the projectile fragmentation region. Here, we
obtain and compare the hpTi distributions as functions of
rapidity for pþ p and pþ Pb collisions. In the study of
this paper, hpTi is obtained by three methods discussed
below. The first two methods use analytic distributions that
are fit to the LHCf data, and the third uses numerical
integration of the LHCf data.
The first method uses the fit of an empirical Gaussian

distribution to the LHCf pT distributions for each rapidity
range in Figs. 5, 9, and 13. The second method uses a
Hagedorn function. Here, we pay attention to the fact that

FIG. 13. LHCf pT distributions (filled circles) in pþ Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. Error bars indicate the total statistical and
systematic uncertainties. The predictions of hadronic interaction models are shown for comparison: DPMJET (solid red line), QGSJET
(dashed blue line), and EPOS (dashed-dotted magenta line).
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PRD 94 032007 (2016)Results for other rapidity bin are in backup

+UPC
+UPC

Nuclear modification factor

triangles) are rather flat along the pT axis, within uncer-
tainties that are generally larger than those in pþ p
collisions. This may indicate that the saturation momentum
in pþ Pb collisions is well above the measured pT range
and also that the xF distributions in pþ Pb collisions are
suppressed relative to those for pþ p collisions.

E. Nuclear modification factor

The effects of high gluon density in the target are
inferred from the comparison of the leading exponent α
between in pþ p and pþ Pb collisions (see the preceding
Sec. VII D). Here, we introduce the nuclear modification
factor that quantifies the pT spectra modification caused
by nuclear effects in pþ Pb collisions with respect to
pþ p collisions. The nuclear modification factor RpPb is
defined as

RpPb ≡ σppinel
hNcolliσ

pPb
inel

Ed3σpPb=dp3

Ed3σpp=dp3
; ð10Þ

FIG. 22. The best-fit leading exponent of (1-xF) as a
function of pT. Open red circles and filled black circles indicate
LHCf data in pþ p collisions at

ffiffiffi
s

p
¼ 2.76 and 7 TeV,

respectively. Filled blue triangles indicate LHCf data in pþ Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV.

FIG. 23. The nuclear modification factor for π0s. Filled circles indicate the factors obtained from LHCf data. Error bars indicate the
total uncertainties incorporating both statistical and systematic uncertainties. Other lines are the predictions from hadronic interaction
models: DPMJET (solid red line), QGSJET (dashed blue line), and EPOS (dashed-dotted magenta line).
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•Large suppression at forward π０ 

•Models reproduce well within  
the error (>30%)
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Summary and Prospects
LHCf measured forward γ, π0, n at pp and pPb 
Any model reproduces a part of LHCf data well  
but no model reproduces all of LHCf data simultaneously.  
Nuclear effect has been measured for π0 at pPb, and it is consistent with model 
predictions within the error (> 30%). Neutron measurement is very difficult due 
to huge background from UPC. 
Prospects at Run3 Operations  
pp √s=13 or 14 TeV  
• Increase statistics of high energy π0 
• η(→2γ), K0s(→2π0→4γ) measurements   
• Joint operation with ZDC for improvement of energy resolution for neutrons (40% → 20%) 
pO (or OO) collisions (Next talk by A. Tiberio)
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Inclusive photon at pp √s=13TeV
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Figure 4: Comparison of the photon spectra obtained from the experimental data and MC

predictions. The top panels show the energy spectra, and the bottom panels show the ratio of

MC predictions to the data. The hatched areas indicate the total uncertainties of experimental

data including the statistical and the systematic uncertainties.
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Diffractive processes
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Figure 1: Ntrack distribution in data compared to several MC model predictions for events in which the
LHCf-Arm1 detected a photon (in the region A or B) with E� > 200 GeV. All distributions are normalized
to the total number of events. Black points indicate the measured spectrum and lines represent MC
predictions, folded with the tracking e�ciency of the ATLAS detector. Blue lines indicate the inclusive
distributions, red lines the contribution from the proton di↵ractive dissociation events, and green lines the
contribution from the single-di↵ractive events. The inserts show a zoom of the data and model predictions
at small Ntrack. For these models only events with one particle-level photon (E� > 200 GeV and within
the LHCf-Arm1 acceptance) are used. The LHCf simulation shows that most of the multi-photon events
are rejected by the photon selection criteria and the fraction of multi-photon events remaining as a single-
reconstructed photon relative to the total event yield is less than 2%.
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ATLAS-CONF-2017-075

• Event selection by Ntracks=0
 Ntracks: the number of tracks detected  
            by ATLAS inner trackers (|η|<2.5, pT > 100 MeV) 

Method

→ Selecting pure samples of proton dissociations. 
→ Sensitive to only low-mass dissociations　 
　 MX ≲ 50 GeV 

⇔ Large rapidity gap
Δη > 5

Non-diffractive 
       (80%)Single diffractive Double diffractive

Inelastic processes
Diffractive (20%)

projectile 

target

Kel=0.55 Kel=0.99 Kel=0.54 Kel=0.45
Kel : Elasticity @ pp,√s=13TeV

Identification of diffractive events by ATLAS
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Measurement of contributions of diffractive processes  
to forward photon spectra in pp collisions at √s = 13 TeV 
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Preliminary result of the measurement for forward photons is published  
in a conference-note; ATLAS-CONF-2017-075

Inclusive photon spectra Photon spectra w/ Nch = 0 selection
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ATLAS-CONF-2017-075Ratio (Nch=0/Inclusive)
η > 10.94 8.81 < η < 8.99

• At η>10.94, the ratio of data increased from 0.15 to 0.4. 
with increasing of the photon energy up to 4TeV.

• PYTHIA8212DL predicts higher fraction at higher energies.
• SIBYLL2.3 show small fraction compare with data at η>10.94.
• At 8.81 < η < 8.99, the ratio of data keep almost constant as 0.17.
• EPOS-LHC and PYTHIA8212DL show good agreement with data at  8.81 < η < 8.99.
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π0 pT spectra at p+p,7TeV

16

- QGSJETII-04:	best	
agreement	

- EPOS-LHC:	harder	than	data	
for	large	pT	

- SYBILL:	good	agreement	
only	for	small	y
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DPMJET	and	Pythia	overestimate	over	all	E-pT	range	

PRD	94	(2016)	032007

π0 pZ (~E) spectra at p+p,7TeV
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π0 pZ (~E) spectra at pPb,5TeV
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results for −9.2 > ylab > −9.4 in pþ Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. Note that the pT distribution for
LHCf data is plotted after subtraction of the UPC compo-
nent where the systematic uncertainty in the simulation of
UPC events has been taken into account. The best-fit
Gaussian distribution and the Hagedorn function reproduce

the LHCf pT distributions within the total uncertainties and
are also compatible with each other.
Finally, for the third method, hpTi is obtained by

numerically integrating the pT distributions in Figs. 5, 9,
and 13. The LHCf pT distributions in pþ Pb collisions
have already had the UPC component subtracted. In this

FIG. 15. LHCf pz distributions (filled circles) in pþ Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV. Error bars indicate the total statistical and
systematic uncertainties. The predictions of hadronic interaction models are shown for comparison: DPMJET (solid red line), QGSJET
(dashed blue line), and EPOS (dashed-dotted magenta line).

FIG. 16. Ratios of LHCf pz distributions to the pz distributions predicted by hadronic interaction models in pþ Pb collisions atffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV are shown by solid red line (DPMJET), dashed blue line (QGSJET), and dashed-dotted magenta line (EPOS). Shaded
areas indicate the range of total uncertainties of the pT distributions.
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Figure 2. Inclusive differential neutron production cross section for p-p collisions at
√
s = 13TeV,

measured using the LHCf Arm2 detector. Black markers represent the experimental data with
statistical errors, whereas gray bands represent the quadratic sum of statistical and systematic
uncertainties. Colored histograms refer to model predictions at the generator level. For each
region, the top plot shows the energy distributions expressed as dσn/dE and the bottom plot the
ratios of these distributions to the experimental results.

to extract three important parameters: energy flow, cross section and average inelasticity

of forward neutrons.

The differential energy flow dEn/dη and the differential cross section dσn/dη are ex-

pressed as a function of pseudorapidity in the following manner. For each region, the

corresponding mean pseudorapidity, η, and pseudorapidity interval, ∆η, are given by the

average value and the distance of the two extremes, respectively.3 In a similar way, for each

energy bin i of the dσn/dE distribution, the mean energy, Ei, and the energy interval, dEi,

3In case of the most forward region, the upper limit of ∞ is limited to 13 for computational reasons.

This number was chosen in such a way that more than 95% of the events in this region are below this value.
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Figure 3. Differential energy flow dEn/dη (left) and differential cross section dσn/dη (right)
of neutrons produced in p-p collisions at

√
s = 13TeV, measured using the LHCf Arm2 detector.

Black markers represent the experimental data with statistical and systematic uncertainties, whereas
colored lines refer to model predictions at the generator level.

dEn/dη [GeV]

(E > 500 GeV)

dσn/dη [mb]

(E > 500 GeV)

dEn/dη [GeV]

(E > 0 GeV)

dσn/dη [mb]

(E > 0 GeV)

8.65 < η < 8.80 179.6+26.6
−24.9 7.77+1.10

−1.08 181.8+27.0
−25.2 8.38+1.24

−1.23

8.80 < η < 8.99 208.4+28.7
−26.8 7.92+1.05

−1.03 210.1+29.0
−27.1 8.38+1.15

−1.13

8.99 < η < 9.21 242.7+31.5
−30.2 8.07+0.99

−0.99 244.0+31.7
−30.4 8.40+1.05

−1.05

9.65 < η < 10.06 224.4+26.0
−27.7 5.49+0.55

−0.64 224.7+26.1
−27.7 5.57+0.56

−0.65

10.06 < η < 10.75 179.0+21.0
−21.0 3.82+0.37

−0.41 179.2+21.0
−21.0 3.85+0.38

−0.41

η > 10.75 43.0+4.8
−4.3 0.79+0.07

−0.07 43.0+4.8
−4.3 0.80+0.08

−0.07

Table 4. Differential energy flow dEn/dη and differential cross section dσn/dη of neutrons produced
in p-p collisions at

√
s = 13TeV, measured using the LHCf Arm2 detector. Upper and lower

uncertainties are also reported. The values are relative to the experimental measurements with
(E > 0 GeV) and without (E > 500 GeV) the simulation-driven correction factors for the limited
detection efficiency below 500GeV. The last two columns correspond to the numbers used for the
experimental points shown in figure 3.

from about 5 to 35%. The second one is that, for energies above half the beam energy,

almost 100% of the neutrons produced from the collisions are leading particles. In order

to obtain the elasticity distribution, the dσn/dE contributions of all the six regions are

summed in a single histogram. Then, the x axis is rescaled to the beam energy and the y

axis is multiplied for the bin width, so that the distribution represents the total production

cross section σn as a function of elasticity kn. At this point, a correction must be applied to

take into account two different effects: the first one is due to the fact that the detector has

a limited pseudorapidity coverage; the second one is due to the fact that not all neutrons

are leading particles. These two effects are considered together in a single correction factor

– 13 –

n, energy flow n, cross-section

n, differential cross-section for each psuedorapidity bin.


