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• Brain, stone, papirus/jeroglifics, books

2 photo @ https://seanmunger.com/
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https://www.seagate.com/files/www-content/our-story/trends/files/idc-seagate-dataage-whitepaper.pdf

https://www.seagate.com/files/www-content/our-story/trends/files/idc-seagate-dataage-whitepaper.pdf
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A comparison of the yearly data volumes of current and future projects:

Credits: APS/Alan Stonebraker and V. Gülzow/DESY

http://alanstonebraker.com/
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GAUDI-LHCb

SW

CMSSW-CMS

Data Storage - Data Processing

- Data management- Workload management

- Event generation - Detector simulation - Event reconstruction

Distributed computing - Middleware

- Resource accounting 

- Monitoring

ATHENA-ATLAS

Computing at CERN: The Big Picture
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From the Hit to the Bit: DAQ

100 million channels 
40 million pictures a second 
Synchronised signals from 
all detector parts

8
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• L1: 40 million events per second 
• Fast, simple information 
• Hardware trigger in  a few micro 

seconds 

• L2: 100 thousand events per second 
• Fast algorithms in local computer farm  
• Software trigger in <1 second 

• EF: Few 100 per second recorded for study

From the Hit to the Bit: event filtering 
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• L1: this is ~1 Petabyte per second! 
• Cannot afford to store it 
• 1 year’s worth of LHC data at 1 PB/s 

would cost few hundred trillion euros 

• L2: 100 thousand events per second 
• Fast algorithms in local computer farm  
• Software trigger in <1 second 

• EF: Few 100 per second recorded for study

From the Hit to the Bit: event filtering 
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• L1: this is ~1 Petabyte per second! 
• Cannot afford to store it 
• 1 year’s worth of LHC data at 1 PB/s 

would cost few hundred trillion euros 

• L2: Real time to keep only “interesting” data 
• We keep ~1 event in a million  
• Yes, 99.9999% is thrown away 

• EF: Few 100 per second recorded

From the Hit to the Bit: event filtering 
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• L1: this is ~1 Petabyte per second! 
• Cannot afford to store it 
• 1 year’s worth of LHC data at 1 PB/s 

would cost few hundred trillion euros 

• L2: Real time to keep only “interesting” data 
• We keep ~1 event in a million  
• Yes, 99.9999% is thrown away 

• EF: Final rate is O(Gigabyte per second)*

From the Hit to the Bit: event filtering 
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Data Processing
• Experiments recorded 88 Petabytes of data in 2018  

• 15.8PB in a single month (November) 
• The LHC data is aggregated at the CERN data 

centre to be stored, processed and distributed
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~0.5GB/s

~3GB/s       

~3GB/s       
~ 4GB/s (Heavy Ion Run)       

Ian Bird@WLCG-OB



Discovery!
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Heinrich, Rocha @Kubecon and @CERN-ITTF 
Keynote: Re-performing a Nobel Prize Discovery on Kubernetes  
https://www.youtube.com/watch?v=CTfp2woVEkA (14:30)

https://www.youtube.com/watch?v=CTfp2woVEkA
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Take-away #1
• LHC data rates range from the PB/sec to the 

GB/sec after filtering 
• 90PB of LHC data in 2018 (15.8PB in Nov only) 
• 1EB data transferred world-wide 
• Scientific data entering Exabyte scale: 

• 1EB = 1.000PB = 1.000.000TB = 1.000.000.000 GB

15

(1TB = your computer) (10GB = your smartphone)
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CERN Data Center
• Built in the 70s on the CERN site (Meyrin,Geneva) 

• 3.5 MW for equipment 
• Hardware generally based on commodity 

• ~12,000 servers, providing 230,000 processor cores 
• ~35,000 Virtual Machines on OpenStack 
• ~230,000 processor cores 
• ~90,000 disk drives, providing 350PB disk space (currently holding 

7B files) 
• ~32,000 tapes, providing >0.4EB (currently holding 0.65B files)

17
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CDC7600 SUPERCOMPUTER (1972)

http://cerncourier.com/cws/article/cnl/24597 
https://en.wikipedia.org/wiki/CDC_7600 
https://videos.cern.ch/record/43172 
https://videos.cern.ch/record/43113

60-bit word size and 36MHz processor

http://cerncourier.com/cws/article/cnl/24597
https://en.wikipedia.org/wiki/CDC_7600
https://videos.cern.ch/record/43172
https://videos.cern.ch/record/43113
https://en.wikipedia.org/wiki/60-bit
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An ordinary day at the CERN DC
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World biggest scientific data repository 

20
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CERN Data Center
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CERN Data Center
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Shepherds Flat Wind Farm, second largest wind farm at 845 MW

https://en.wikipedia.org/wiki/Shepherds_Flat_Wind_Farm
https://en.wikipedia.org/wiki/Megawatt
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Green IT
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PUE = Power Usage  
Effectiveness

Total Facility Energy
IT Equipment Energy

=

DCiE =
1

PUE
Data Center Infr. 
Efficiency =

PUE

DCiE

More efficientLess efficient

33% 50% 100%

1.02.03.0
Achievable w/best practice  
and efficient equipment

https://news.microsoft.com/features/under-the-sea-microsoft-tests-a-datacenter-thats-quick-to-deploy-could-provide-internet-connectivity-for-years/
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Green IT
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https://news.microsoft.com/features/under-the-sea-microsoft-tests-a-datacenter-thats-quick-to-deploy-could-provide-internet-connectivity-for-years/

The Arctic World Archive: 300 meters below the ground

https://news.microsoft.com/features/under-the-sea-microsoft-tests-a-datacenter-thats-quick-to-deploy-could-provide-internet-connectivity-for-years/
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Green IT
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https://news.microsoft.com/features/under-the-sea-microsoft-tests-a-datacenter-thats-quick-to-deploy-could-provide-internet-connectivity-for-years/

https://news.microsoft.com/features/under-the-sea-microsoft-tests-a-datacenter-thats-quick-to-deploy-could-provide-internet-connectivity-for-years/
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4th July 2019
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Take-away #2
• Power and Heat management: PUE and Green-IT 
• Data centers run on commodity hardware 
• CERN remains largest scientific repository in the 

world 
• Commercial cloud and personal computing 

providers getting larger, dominating the market: 
Amazon, Microsoft, Google, Dropbox

28
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The Worldwide LHC Computing Grid

WLCG provides global computing resources to store, distribute and analyse the LHC data
30
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Magnet 
splice 
update

Phase I 
upgrades 
(injectors)

Phase II 
upgrades (final 
focus)

HL-LHC:  
x10 luminosity

HL-LHC: a computing challenge
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HL-LHC: a computing challenge
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Take-away #3
• WLCG defined new ways to federate scientific computing, 

instrumental for the past LHC Run-I&II and for the upcoming 
Run-III&IV 
• Formed by 150+ sites working together around the world 
• Used by the 4 main LHC experiments, its concepts and tools are 

being adopted by non-LHC and non-HEP experiments 
• New challenges for High Luminosity LHC need to be 

addressed 
• New paradigms, new scenarios. It is time for R&D!

35
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Future in Computing (1/2)
• Manage storage and computing continuous growth (budget and 

infrastructures) 
• Storage technologies evolution: HDD, SSD, Tapes 
• CPU speed and multicore/vector exploitation 
• Data Center engineering: optimise energy consumption (PUE and green IT) 

• Provide to the different experiments and its scientists the required 
computing infrastructure while optimising resources 
• Worldwide LHC Computing Grid (WLCG) 
• ESCAPE EU project

36



Computing at CERN - Spanish Teacher Programme , 24th February 2021 -  xavier.espinal@cern.ch

Future in Computing (2/2)
• Improve software performance 

• HEP (High Energy Physics) Software Foundation, HSF 
• Make use of a different type of resources: HPC (GPUs) 

and Cloud providers 
• Data preservation: 

• How to ensure that all the data collected and published is still 
readable by the next generations 

• CERN is leading a global effort for HEP and science, 
that others will inevitably face soon or later

37
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CERN-IT: pushing boundaries
• CERN-IT impact on society through computing: 

• Need for collaboration tools for Global Science led to invent the World Wide Web 
• Need for collaboration of computing resources for the Global LHC led to adopt Grid Computing 

and first concept of Computing Clouds 
• Open access to science 

• Need for sharing the results had led CERN to pave to way to open access to documents and 
now data: LHC@home and CERN Opendata Portal 

• Openlab 
• “CERN openlab is a unique public- private partnership that accelerates the development of 

cutting-edge solutions for the worldwide LHC community and wider scientific research”  
• Testing software and hardware  
• Large student internship programme  

• European Commission Funded projects:  
• ESCAPE, CS3MESH4EOSC, Archiver, etc.

38
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From CERN to the world 
• Fundamental Science push boundaries and the revenues 

are immense 
• As an example, in computing CERN R&D lead for instance to: 

• Invention of the Web (1990)  
• Key contribution on the INTERNET infrastructure (80% of the total european capacity 

in 1991) 
• Touch screens (1972) 

• Super Proton Synchrotron control system required complex controls and developed 
capacitive touch screen 

• It was based on open standards and moved into industry 

39
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https://home.cern/cern-people/opinion/2013/06/how-internet-came-cern

https://home.cern/topics/birth-web
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http://cerncourier.com/cws/article/cern/42092
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Take-away #4
Fundamental science continue to be a main source of  inspiration 
for revolutionary ideas, due to its genuine revolutionary needs 

On the other side, industry has a well defined offer and demand 
scope. But we do not. This is the key for innovation 

…and innovation foster technological advancements that 
eventually percolates to the society
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Gracias!


