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OSG/WLCG networking projects
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https://sand-ci.org/


WLCG OPS  2020

perfSONAR deployment
288 Active perfSONAR instances
- 207 production endpoints 
- T1/T2 coverage
- Continuously testing over 5000 links
- Testing coordinated and managed from a 
central location
- Dedicated latency and bandwidth 
endpoints at each site
- Open platform - tests can be scheduled 
by anyone who participates in our network 
and runs perfSONAR 
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perfSONAR capabilities
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http://docs.perfsonar.net/manage_dual_xface.html
http://docs.perfsonar.net/install_small_node_details.html
https://indico.cern.ch/event/849677/contributions/3570742/attachments/1911907/3159545/GridPP-perfSONAR-refresh-01.pdf
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https://www.perfsonar.net/releasenotes-2020-11-19-4-3-2.html
https://github.com/microsoft/ethr
https://www2.internet2.edu/l/66332/2020-09-28/c7d6hn
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WLCG/OSG Network Testing
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Tests Communities Notes

Throughput:
iperf3 - 30 sec; one stream; freq: 23h 
  both ipv6 and ipv4
Latency:
owamp - continuous @10Hz
  dual-stack (either ipv6 or ipv4)
Path:
traceroute/tracepath; freq: 30 min
  both ipv6 and ipv4 

ATLAS, CMS, LHCb, 
DUNE, 

Full mesh - all sites test to all sites

EU ESCAPE, ARCHIVER EU projects; 
EU ARCHIVER plans to test to commercial 
clouds (based on HNSciCloud experiences)
OCRE test framework

Throughput:
iperf3 - 30 sec; one stream 
  (first 5 sec omitted); freq: 6h
  both ipv6 and ipv4  
Rest is the same as above

OPN, Belle II, ALICE, 
CMS T0/T1/US T2,
StashCache, US ATLAS

Full mesh

LHCONE Disjoint mesh (Sites -> R&E providers only)

UK, FR, CA, US CCSTAR Full mesh regional

Throughput:
iperf3 - 30 sec; one stream; freq: 6h

WLCG 100Gbps, US-LHC 
100 Gbps

Selected sites with 100 Gbps capability
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Network Platform Overview
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Collector
Store (long-term) Store (short-term)

pS MonitoringpS Configuration

Tape

Experiments

MONIT-GRAFANA

pS Dashboard
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Direct publishing 
(implementing now)
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Network Platform Capabilities

○

○
○

○
■

○
■

○
○

■
■
■

9



WLCG OPS  2020

Network Throughput Support Unit
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https://twiki.cern.ch/twiki/bin/view/LCG/NetworkTransferMetrics#Network_Throughput_Support_Unit
https://indico.cern.ch/event/725706/
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https://ps-dash.uc.ssl-hep.org/
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https://opensciencegrid.github.io/networking/
http://software.es.net/esmond/perfsonar_client_rest.html
http://maddash.aglt2.org/maddash-webui
https://psetf.opensciencegrid.org/etf/check_mk
https://psconfig.opensciencegrid.org/
https://toolkitinfo.opensciencegrid.org/
http://monit-grafana-open.cern.ch/
https://indico.cern.ch/event/587955/contributions/2937506/
https://indico.cern.ch/event/587955/contributions/2937891/
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Backup Slides Follow
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100Gbps  Testing
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http://cern.ch/simba3/SelfSubscription.aspx?groupName=wlcg-perfsonar-100g
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https://atlas-kibana.mwt2.org/s/networking/goto/20dd25907d61df98a0b85b1dfaed54e1
https://ps-dash.uc.ssl-hep.org/
https://doi.org/10.6084/m9.figshare.12724865.v1
https://perfsonar.uc.ssl-hep.org/graph/viewer
https://yadi.sk/i/tyhiA-e3GGKqDQ
https://toolkitinfo.opensciencegrid.org/toolkitinfo
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Collaboration with MEPhI on Network Visualization
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https://doi.org/10.6084/m9.figshare.12724
865.v1

https://eng.mephi.ru/
https://doi.org/10.6084/m9.figshare.12724865.v1
https://doi.org/10.6084/m9.figshare.12724865.v1
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https://psetf.aglt2.org/etf/check_mk/
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WLCG Network Throughput Support Unit
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As there is no consensus on the MTU to be recommended on the segments 
connecting servers and clients, LHCOPN/LHCONE working group was 
established to investigate and produce a recommendation. (See coming talk :) ) 
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https://twiki.cern.ch/twiki/bin/view/LCG/NetworkTransferMetrics#Network_Throughput_Support_Unit
https://twiki.cern.ch/twiki/bin/view/LCG/NetworkTransferMetrics#Network_Throughput_Support_Unit
https://indico.cern.ch/event/725706/contributions/3120030/attachments/1743507/2821722/LHCONE-MTU-recommendation.pdf
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IRIS-HEP (http://iris-hep.org)

The Institute for Research and Innovation in Software in High Energy Physics 
(IRIS-HEP) project has been funded by National Science Foundation in the US as 
grant OAC-1836650 as of 1 September, 2018.

The institute focuses on preparing for High Luminosity (HL) LHC and is funded 
at $5M / year for 5 years.  There are three primary development areas:

● Innovative algorithms for data reconstruction and triggering;
● Highly performant analysis systems that reduce `time-to-insight’ and maximize the HL-LHC 

physics potential; 
● Data organization, management and access systems for the community’s upcoming Exabyte era.

The institute also funds the LHC part of Open Science Grid, including the 
networking area and will create a new  integration path (the Scalable Systems 
Laboratory) to deliver its R&D activities into the distributed and scientific 
production infrastructures.
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http://iris-hep.org
http://iris-hep.org/
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The NSF funded SAND Project
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https://sand-ci.org/


LHCONE/LHCOPN FNAL 2018

Grafana - Inter-Regional Latency Dashboard
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Networking Challenges

●
○
○

●
○
○

■

●
○

●
○

25



WLCG OPS  2020

Network Evolution Areas
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Importance of Measuring Our Networks
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