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Challenge Justification and Goals

● Goal is to perform model-agnostic searches
● General searches (without explicit BSM signal 
assumption) already performed by 

● DØ Collaboration at Tevatron using SLEUTH
● H1 Collaboration at HERA using 1-D signal detection algorithm
● CDF Collaboration at Tevatron (using similar to above)

● ‘Bump’ hunting searches for localized excesses in 
events often used in these searches

● Machine Learning can perform these hunts using anomaly 
detection techniques that have become more sophisticated
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Challenge Outline

● Dataset of > 1 Billion SM Events used to train ML models 
● https://zenodo.org/record/3685861

● Hackathon Dataset: (https://zenodo.org/record/3961917)
● 4 different channels (selection cuts)
● 11 different BSM signals
● 19 total mass spectra 
● 34 unique signal/channel combinations

● Train each method 4 times (once per channel) using SM
● Select ML methods which perform best to apply to 
blinded Secret Dataset: https://zenodo.org/record/4443151 

https://zenodo.org/record/3685861
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General Strategy

Use fixed cuts for background rejections of 10-2, 10-3, and 10-4 
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Variational Autoencoder
● Same structure as an AE except 
the latent space is continuous by 
design
● Sampling can be done on latent 
vectors to produce a continuous 
set of outputs
● (Generally) MSE + Kullback-
Liebler divergence used as error 

Typical MSE Error KL-Divergence
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Challenges with the VAE
● Should the events be zero padded?
● Should we take a smaller number of objects?
● Which anomaly score to use:

● Just one or the other of reconstruction or KL
● Radius in the latent space
● Beta parameters (and how to tweak them)
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The Datasets

Madgraph+Pythia+Delphes | jets, b-jets, electrons, muons, photons
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The Datasets

Channel 1: 214,185 SM Events
● HT ≥ 600 GeV
● MET ≥ 200 GeV
● MET/HT ≥ 0.2

● At least 4 (b)-jets with pT > 50 GeV

● At least 1 (b)-jets with pT > 200 GeV

Channel 2a: 20,005 SM Events
● MET ≥ 50 GeV
● At least 3 μ/e with pT > 15 GeV

● At least 1 (b)-jets with pT > 200 GeV
● Few training events, many ML 
methods struggle

Channel 2b: 340,268 SM 
Events
● HT ≥ 50 GeV

● MET ≥ 50 GeV
● At least 2 μ/e with pT > 15 
GeV

Channel 3: 8,544,111 SM Events
● HT ≥ 600 GeV
● MET ≥ 100 GeV
● Large dataset, timed out training 
on some methods
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The BSM Physics

Some processes have different mass spectra or decay 
modes: 19 signals, 34 Signal-Channel combinations
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Conclusion

● Model-agnostic searches
● Primarily use Variational Auto-Encoders
● Variety of channels and signals
● Stick around to find out about the results!
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