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Towards a new generation of PDFs using ML
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We present the machine learning methodology that is the backbone of the new release of the NNPDF family
of parton distribution functions. The new methodology introduces state of the art machine learning tech-
niques such as stochastic gradient descent for neural network training which results in a major reduction in
computational costs, and an automated optimization of the hyperparameters which reduces a source of bias.
We further show how correlations between PDF sets can be used to assess the efficiency of the methodology,
and why the use of correlations for the combination of different PDFs into a joint set could lead to severely
distorted results. We discuss the “future test”, a recently developed method of validating the generalization
power of the methodology, which checks whether the uncertainty on PDFs, in regions in which they are not
constrained by current data, are compatible with future data.
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