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Bag of Tricks for a 
Better Jet Tagger
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INTRODUCTION
Jet tagging 

powerful hammer in experimentalists’ toolbox 

fun playground for ML enthusiasts 

Graph neural networks (GNNs) have shown lots of 
potential for jet tagging 

top tagging benchmark (2019) 

GNN-based ParticleNet [1902.08570] achieves the best 
performance 

since then: 

ABCNet [2001.05311], Point Cloud Transformer 
[2102.05073]: better performance in quark/gluon 
tagging 

LundNet [2012.08526]: surpass ParticleNet in top 
tagging 

… 

now: can we do even better? and how?
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SciPost Phys. 7, 014 (2019)

Figure 5: ROC curves for all algorithms evaluated on the same test sample, shown
as the AUC ensemble median of multiple trainings. More precise numbers as well as
uncertainty bands given by the ensemble analysis are given in Tab. 1.

along with He-uniform parameter initialization [71], and a two-node classifier output is used
with SoftMax activation, trained with Keras [72] and TensorFlow [50]. Implementations of
the EFNs and PFNs are available in the EnergyFlow package [69].

4 Comparison

To assess the performance of different algorithms we first look at the individual ROC curves
over the full range of top jet signal efficiencies. They are shown in Fig. 5, compared to a
simple tagger based on N -subjettiness [12] and jet mass. We see how, with few exceptions,
the different taggers define similar shapes in the signal efficiency vs background rejection
plane.

Given that observation we can instead analyze three single-number performance metrics
for classification tasks. First, we compute the area under the ROC curve shown in Fig. 5. It is
bounded to be between 0 and 1, and stronger classification corresponds to values larger than
0.5 at a chosen working point. Next, the accuracy is defined as the fraction of correctly clas-
sified jets. Finally, for a typical analysis application the rejection power at a realistic working
point is most relevant. We choose the background rejection at a signal efficiency of 30%.

All three figures of merit are shown in Tab. 1. Most approaches achieve an AUC of approx-
imately 0.98 with the strongest performance from the 4-vector-based ParticleNet, followed by
the image-based ResNeXt, the 4-vector-based TreeNiN, and the theory-inspired Particle Flow
Network. These approaches also reach the highest accuracy and background rejection at fixed
signal efficiency. A typical accuracy is 93%, and the quoted differences between the taggers
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G. Kasieczka et al.  
[1902.09914]

“Top Tagging Landscape”

Limit?

https://arxiv.org/abs/1902.09914
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RECAP: PARTICLENET
ParticleNet 

jet treated as a permutation-invariant point cloud 

customized graph neural network architecture for jet tagging based on  
Dynamic Graph CNN [Y. Wang et al., arXiv:1801.07829] 

Key building block: EdgeConv 

treating a point cloud as a graph: each point is a vertex 

for each point, a local patch is defined by finding its k-nearest neighbors 

designing a permutation-invariant “convolution” function 

learn an “edge feature” for each center-neighbor pair: eij = MLP(xi, xj) 

same MLP for all neighbor points, and all center points, for symmetry 

aggregate the edge features in a symmetric way: xi’ =  eij 

EdgeConv can be stacked to form a deep network 

learning both local and global structures, in a hierarchical way

meanj
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PARTICLENEXT: PAIRWISE FEATURES
ParticleNeXt: next-generation of ParticleNet, for better performance 

The first enhancement is the addition of (explicit) pairwise features on the edges
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eij = MLP(xi, xj) eij = MLP(xi, xj, xij)
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xij

ParticleNet ParticleNeXt

Examples of pairwise features: 

,    ,   

,    

(use the logarithm to improve stability of the training)

Δ2
ij ≡ (yi − yj)2 + (ϕi − ϕj)2 m2 ≡ (pi + pj)2

kT ≡ min(pT,i, pT, j) Δij z ≡
min(pT,i, pT, j)

pT,i + pT, j

… …
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PARTICLENEXT: ATTENTIVE POOLING
Use attention-based pooling to increase the expressive power 

for both the local neighborhood pooling, and the final global pooling

6

zi = meanj(eij)

ParticleNet ParticleNeXt

xi

xjeij

xi

xjeij

 
 

attnij = MLP(eij)
wij = softmaxj(attnij)

zi = Σj(wij eij)

… …
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PARTICLENEXT: MULTI-SCALE AGGREGATION
Introduce multi-scale aggregation to better capture both short- and long-range correlations 

perform local aggregation for the 4, 8, 16 and 32 nearest neighbors (with different attentive 
pooling) and combine the 4 aggregated representations with a MLP 

on the other hand: remove dynamic kNN (based on learned features), i.e., use only kNN in η—φ 
space, to reduce computational cost  

in this case the kNN needs to be performed only once, and then the graph connectivity is fixed

7

ParticleNet ParticleNeXt

xi

xjeij

…

k = 16

Zi

ZjGij

…

Zi

ZjGij

…

Zi
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…
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x′ i = zi x′ i = MLP(zconcati )
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DATASET
A new jet tagging dataset was generated for the development of ParticleNeXt 

all events are generated with MadGraph5_aMC@NLO v3.1.1 at LO and interfaced with Pythia 
v8.245 for parton shower (w/ the default tune and MPI enabled) 

fast detector simulation w/ Delphes v3.5.0, using the CMS card 

tracking resolution parametrization based on the CMS Run1 performance [1405.6569] 

jets clustered from the Delphes e-flow objects using the anti-kt algorithm w/ R=0.8 

only consider jets w/ 500 < pT 1000 GeV, and |η| < 2 

input features for each jet constituent particle: 4-momenta, PID, impact parameters and errors 

top-tagging benchmark: 

Top quark jets:   

truth matching criteria: ΔR(jet, q) < 0.8 for all three quarks from hadronic top decay 

QCD jets:  

Higgs-tagging benchmark: 

Higgs boson jets:   

truth matching criteria: ΔR(jet, b) < 0.8 for both quarks from the Higgs decay 

QCD jets: 

pp → tt̄ (t → bW, W → qq′ )

pp → Z(→νν̄) + j ( j = u, d, s, c, b, g)

pp → hh (h → bb̄)

pp → Z(→νν̄) + j ( j = u, d, s, c, b, g)
8
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PERFORMANCE: TOP TAGGING
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ParticleNeXt (AUC = 0.9982)
Training/validation/test splitting: 

1.6M / 0.4M / 2M 

Training repeated for 3 times starting 
from randomly initialized weights 

the median-accuracy training is 
reported, and the standard deviation of 
the 3 trainings is quoted as the 
uncertainty 

Significant improvement in background 
rejection w/ ParticleNeXt 

~50% higher BKG rejection (@  = 70%) 

computational cost still under control

ϵS
9

TABLE V: Number of parameters, inference time per object, and background rejection of di↵erent models. The
CPU inference time is measured on an Intel Core i7-6850K CPU with a single thread using a batch size of 1. The

GPU inference time is measured on a Nvidia GTX 1080 Ti GPU using a batch size of 100.

Accuracy AUC 1/"b at Parameters Inference time Training time
"s = 70% "s = 50% (CPU) (GPU) (GPU)

ParticleNet 0.980 0.9979 1342± 4 6173± 425 366k 23 ms 0.30 ms 1.0 ms
ParticleNeXt 0.981 0.9982 2008± 75 8621± 309 560k 30 ms 0.54 ms 1.7 ms
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Larkoski, Leif Lönnblad, Simon Plätzer, Andrzej
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Seung J. Lee, and Maxim Perelstein, “Playing Tag with
ANN: Boosted Top Identification with Pattern Recogni-
tion,” JHEP 07, 086 (2015), arXiv:1501.05968 [hep-ph].

[27] Luke de Oliveira, Michael Kagan, Lester Mackey,
Benjamin Nachman, and Ariel Schwartzman, “Jet-
images — deep learning edition,” JHEP 07, 069 (2016),
arXiv:1511.05190 [hep-ph].

[28] Pierre Baldi, Kevin Bauer, Clara Eng, Peter Sadowski,
and Daniel Whiteson, “Jet Substructure Classification in
High-Energy Physics with Deep Neural Networks,” Phys.
Rev. D93, 094034 (2016), arXiv:1603.09349 [hep-ex].

[29] James Barnard, Edmund Noel Dawe, Matthew J. Dolan,
and Nina Rajcic, “Parton Shower Uncertainties in Jet
Substructure Analyses with Deep Neural Networks,”
Phys. Rev. D95, 014018 (2017), arXiv:1609.00607 [hep-
ph].

[30] Patrick T. Komiske, Eric M. Metodiev, and Matthew D.
Schwartz, “Deep learning in color: towards automated
quark/gluon jet discrimination,” JHEP 01, 110 (2017),
arXiv:1612.01551 [hep-ph].

[31] ATLAS Collaboration, Quark versus Gluon Jet Tagging

better



Pu
sh

in
g 

th
e 

lim
it 

of
 je

t t
ag

gi
ng

 w
ith

 G
N

N
s 

- J
ul

y 
7,

 2
02

1 
- H

ui
lin

 Q
u 

(C
ER

N
)

ABLATION STUDY

10

0.0 0.2 0.4 0.6 0.8 1.0
Signal efficiency

10−4

10−3

10−2

10−1

100

Ba
ck

gr
ou

nd
 e

ffi
ci

en
cy ParticleNet (AUC = 0.9979)

ParticleNeXt (AUC = 0.9982)
ParticleNeXt (w/o pairwise features) (AUC = 0.9980)
ParticleNeXt (w/o attentive pooling) (AUC = 0.9980)
ParticleNeXt (w/o multi-scale aggregation) (AUC = 0.9981)

Investigated the effects of the new 
features of ParticleNeXt by removing 
each of them and repeat the training 

all the new features contribute 

~20% loss in BKG rejection if any of 
the three is removed

6

TABLE II: Performance comparison on the top tagging benchmark dataset. The ParticleNet, ParticleNet-Lite,
P-CNN and ResNeXt-50 models are trained on the top tagging dataset starting from randomly initialized weights.
For each model, the training is repeated for 9 times using di↵erent randomly initialized weights. The table shows

the result from the median-accuracy training, and the standard deviation of the 9 trainings is quoted as the
uncertainty to assess the stability to random weight initialization. Uncertainty on the accuracy and AUC are
negligible and therefore omitted. The performance of PFN on this dataset is reported in Ref. [52], and the

uncertainty corresponds to the spread in 10 trainings.

Accuracy AUC 1/"b at "s = 70% 1/"b at "s = 50%
ParticleNet 0.980 0.9979 1342± 4 6173± 425
ParticleNeXt 0.981 0.9982 2008± 75 8621± 309

TABLE III: Performance comparison on the top tagging benchmark dataset. The ParticleNet, ParticleNet-Lite,
P-CNN and ResNeXt-50 models are trained on the top tagging dataset starting from randomly initialized weights.
For each model, the training is repeated for 9 times using di↵erent randomly initialized weights. The table shows

the result from the median-accuracy training, and the standard deviation of the 9 trainings is quoted as the
uncertainty to assess the stability to random weight initialization. Uncertainty on the accuracy and AUC are
negligible and therefore omitted. The performance of PFN on this dataset is reported in Ref. [52], and the

uncertainty corresponds to the spread in 10 trainings.

Accuracy AUC 1/"b at "s = 70% 1/"b at "s = 50%
ParticleNet 0.980 0.9979 1342± 4 6173± 425
ParticleNeXt 0.981 0.9982 2008± 75 8621± 309

ParticleNeXt (w/o pairwise features) 0.980 0.9980 1695± 70 7353± 193
ParticleNeXt (w/o attentive pooling) 0.980 0.9981 1689± 72 7463± 696

ParticleNeXt (w/o multi-scale aggregation) 0.981 0.9980 1664± 57 7407± 193

ParticleNet model achieves state-of-the-art performance
on the top tagging benchmark dataset and improves over
previous methods significantly. Its background rejection
power at 30% signal e�ciency is roughly 1.8 (2.1) times
as good as PFN (P-CNN), and about 40% better than
ResNeXt-50. Even the ParticleNet-Lite model, with sig-
nificantly reduced complexity, outperforms all the pre-
vious models, achieving about 10% improvement with
respect to ResNeXt-50. The large performance improve-
ment of the ParticleNet architecture over the PFN archi-
tecture is likely due to a better exploitation of the local
neighborhood information with the EdgeConv operation.

B. Quark-gluon tagging

Another important jet tagging task is quark-gluon tag-
ging, i.e., discriminating jets initiated by quarks and by
gluons. The quark-gluon tagging dataset from Ref. [52]
is used to evaluate the performance of the ParticleNet
architecture on this task. The signal (quark) and back-
ground (gluon) jets are generated with Pythia8 using
the Z(! ⌫⌫) + (u, d, s) and Z(! ⌫⌫) + g processes, re-
spectively. No detector simulation is performed. The
final state non-neutrino particles are clustered into jets
using the anti-kT algorithm [75] with R = 0.4. Only jets
with transverse momentum pT 2 [500, 550] and rapidity
|y| < 2 are considered. This dataset consists of 2 mil-

lion jets in total, half signal and half background. We
follow the recommended splitting of 1.6M/200k/200k for
training, validation and testing in the development of the
ParticleNet model on this dataset.

One important di↵erence of the quark-gluon tagging
dataset is that it includes not only the four momentum,
but also the type of each particle (i.e., electron, photon,
pion, etc.). Such particle identification (PID) informa-
tion can be quite helpful for jet tagging. Therefore, we
include this information in the ParticleNet model and
compare it with the baseline version using only the kine-
matic information. The PID information is included in
an experimentally realistic way by using only five particle
types (electron, muon, charged hadron, neutral hadron,
and photon), as well as the electric charge, as inputs.
These six additional variables, together with the seven
kinematic variables, form the input feature vector of each
particle for models with PID information, as shown in
Table I.

Table IV compares the performance of the ParticleNet
model with a number of alternative models introduced
in Sec. IVA. Model variants with and without PID in-
puts are also compared. Note that for the ResNeXt-50
model only the version without PID inputs is presented,
as it is based on jet images which cannot incorporate PID
information straightforwardly. The corresponding ROC
curves are shown in Fig. 4. Overall, the addition of PID
inputs has a large impact on the performance, increasing
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TABLE II: Performance comparison on the top tagging benchmark dataset. The ParticleNet, ParticleNet-Lite,
P-CNN and ResNeXt-50 models are trained on the top tagging dataset starting from randomly initialized weights.
For each model, the training is repeated for 9 times using di↵erent randomly initialized weights. The table shows

the result from the median-accuracy training, and the standard deviation of the 9 trainings is quoted as the
uncertainty to assess the stability to random weight initialization. Uncertainty on the accuracy and AUC are
negligible and therefore omitted. The performance of PFN on this dataset is reported in Ref. [52], and the

uncertainty corresponds to the spread in 10 trainings.

Accuracy AUC 1/"b at "s = 70% 1/"b at "s = 50%
ParticleNet 0.980 0.9979 1342± 4 6173± 425
ParticleNeXt 0.981 0.9982 2008± 75 8621± 309

TABLE III: Performance comparison on the top tagging benchmark dataset. The ParticleNet, ParticleNet-Lite,
P-CNN and ResNeXt-50 models are trained on the top tagging dataset starting from randomly initialized weights.
For each model, the training is repeated for 9 times using di↵erent randomly initialized weights. The table shows

the result from the median-accuracy training, and the standard deviation of the 9 trainings is quoted as the
uncertainty to assess the stability to random weight initialization. Uncertainty on the accuracy and AUC are
negligible and therefore omitted. The performance of PFN on this dataset is reported in Ref. [52], and the

uncertainty corresponds to the spread in 10 trainings.

Accuracy AUC 1/"b at "s = 70% 1/"b at "s = 50%
ParticleNet 0.980 0.9979 1342± 4 6173± 425
ParticleNeXt 0.981 0.9982 2008± 75 8621± 309

ParticleNet (average ensemble) 0.980 0.9980 1558 6897
ParticleNeXt (average ensemble) 0.982 0.9984 2558 11494

FIG. 3: Performance comparison in terms of ROC
curves on the top tagging benchmark dataset.

ParticleNet model achieves state-of-the-art performance
on the top tagging benchmark dataset and improves over
previous methods significantly. Its background rejection

power at 30% signal e�ciency is roughly 1.8 (2.1) times
as good as PFN (P-CNN), and about 40% better than
ResNeXt-50. Even the ParticleNet-Lite model, with sig-
nificantly reduced complexity, outperforms all the pre-
vious models, achieving about 10% improvement with
respect to ResNeXt-50. The large performance improve-
ment of the ParticleNet architecture over the PFN archi-
tecture is likely due to a better exploitation of the local
neighborhood information with the EdgeConv operation.

B. Quark-gluon tagging

Another important jet tagging task is quark-gluon tag-
ging, i.e., discriminating jets initiated by quarks and by
gluons. The quark-gluon tagging dataset from Ref. [52]
is used to evaluate the performance of the ParticleNet
architecture on this task. The signal (quark) and back-
ground (gluon) jets are generated with Pythia8 using
the Z(! ⌫⌫) + (u, d, s) and Z(! ⌫⌫) + g processes, re-
spectively. No detector simulation is performed. The
final state non-neutrino particles are clustered into jets
using the anti-kT algorithm [75] with R = 0.4. Only jets
with transverse momentum pT 2 [500, 550] and rapidity
|y| < 2 are considered. This dataset consists of 2 mil-
lion jets in total, half signal and half background. We
follow the recommended splitting of 1.6M/200k/200k for
training, validation and testing in the development of the
ParticleNet model on this dataset.

Model ensembling still helps, even for 
the new ParticleNeXt 

ensembling method: average the DNN 
outputs from the 3 independent 
trainings 

~30% improvement for ParticleNeXt 
with the 3-model ensemble 

~15% for ParticleNet

better
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EXTENDED TRAINING DATASET

Training on a larger dataset 

training/validation/test splitting: 

10M / 1M / 2M 

i.e., 5x more jets for training compared 
to the baseline dataset 

Substantial gain in performance 

~70% higher BKG rejection (@  = 70%) 

Question: Can we encode more physics 
into the network to make the training 
more data-efficient?

ϵS
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TABLE IV: Performance comparison on the top tagging benchmark dataset. The ParticleNet, ParticleNet-Lite,
P-CNN and ResNeXt-50 models are trained on the top tagging dataset starting from randomly initialized weights.
For each model, the training is repeated for 9 times using di↵erent randomly initialized weights. The table shows

the result from the median-accuracy training, and the standard deviation of the 9 trainings is quoted as the
uncertainty to assess the stability to random weight initialization. Uncertainty on the accuracy and AUC are
negligible and therefore omitted. The performance of PFN on this dataset is reported in Ref. [52], and the

uncertainty corresponds to the spread in 10 trainings.

Accuracy AUC 1/"b at "s = 70% 1/"b at "s = 50%
ParticleNet 0.980 0.9979 1342± 4 6173± 425
ParticleNeXt 0.981 0.9982 2008± 75 8621± 309

ParticleNeXt (extended dataset) 0.983 0.9986 3378 15873

using the anti-kT algorithm [75] with R = 0.4. Only jets
with transverse momentum pT 2 [500, 550] and rapidity
|y| < 2 are considered. This dataset consists of 2 mil-
lion jets in total, half signal and half background. We
follow the recommended splitting of 1.6M/200k/200k for
training, validation and testing in the development of the
ParticleNet model on this dataset.

One important di↵erence of the quark-gluon tagging
dataset is that it includes not only the four momentum,
but also the type of each particle (i.e., electron, photon,
pion, etc.). Such particle identification (PID) informa-
tion can be quite helpful for jet tagging. Therefore, we
include this information in the ParticleNet model and
compare it with the baseline version using only the kine-
matic information. The PID information is included in
an experimentally realistic way by using only five particle
types (electron, muon, charged hadron, neutral hadron,
and photon), as well as the electric charge, as inputs.
These six additional variables, together with the seven
kinematic variables, form the input feature vector of each
particle for models with PID information, as shown in
Table I.

Table V compares the performance of the ParticleNet
model with a number of alternative models introduced
in Sec. IVA. Model variants with and without PID in-
puts are also compared. Note that for the ResNeXt-50
model only the version without PID inputs is presented,
as it is based on jet images which cannot incorporate PID
information straightforwardly. The corresponding ROC
curves are shown in Fig. 4. Overall, the addition of PID
inputs has a large impact on the performance, increasing
the background rejection power by 10%–15% compared
to the same model without using PID information. This
clearly demonstrates the advantage of particle-based jet
representations, including the particle cloud representa-
tion, as they can easily integrate any additional informa-
tion for each particle. The best performance is obtained
by the ParticleNet model with PID inputs, achieving
almost 15% improvement on the background rejection
power compared to the PFN-Ex (PFN using experimen-
tally realistic PID information) and P-CNN models. The
ParticleNet-Lite model achieves the second-best perfor-
mance and shows about 7% improvement with respect to

FIG. 4: Performance comparison in terms of ROC
curves on the quark-gluon tagging benchmark dataset.

the PFN-Ex and P-CNN models.

V. MODEL COMPLEXITY

Another aspect of machine-learning models is the com-
plexity, e.g., the number of parameters and the computa-
tional cost. Table VI compares the number of parameters
and the computational cost of all the models used in the
top tagging task in Sec. IVA. The computational cost is
evaluated using the inference time per object, which is a
more relevant metric than the training time for real-life
applications of machine-learning models. The inference
time of each model is measured on both the CPU and the
GPU, using the implementations with Apache MXNet.
For the CPU, to mimic the event processing workflow
typically used in collider experiments, a batch size of 1
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Baseline dataset: 

training/validation/test splitting: 

1.6M / 0.4M / 2M 

Extended dataset: 

training/validation/test splitting: 

10M / 1M / 2M 

Consistent improvement for ParticleNeXt 
in Higgs tagging as well 

~30% higher BKG rejection than 
ParticleNet 

another 30% when trained on the 
extended dataset

6

TABLE II: Performance comparison on the top tagging benchmark dataset. The ParticleNet, ParticleNet-Lite,
P-CNN and ResNeXt-50 models are trained on the top tagging dataset starting from randomly initialized weights.
For each model, the training is repeated for 9 times using di↵erent randomly initialized weights. The table shows

the result from the median-accuracy training, and the standard deviation of the 9 trainings is quoted as the
uncertainty to assess the stability to random weight initialization. Uncertainty on the accuracy and AUC are
negligible and therefore omitted. The performance of PFN on this dataset is reported in Ref. [52], and the

uncertainty corresponds to the spread in 10 trainings.

Accuracy AUC 1/"b at "s = 70% 1/"b at "s = 50%
ParticleNet 0.983 0.9983 1562± 24 5128± 237
ParticleNeXt 0.985 0.9986 2045± 29 7143± 349

ParticleNeXt (extended dataset) 0.986 0.9989 2770 13699

TABLE III: Performance comparison on the top tagging benchmark dataset. The ParticleNet, ParticleNet-Lite,
P-CNN and ResNeXt-50 models are trained on the top tagging dataset starting from randomly initialized weights.
For each model, the training is repeated for 9 times using di↵erent randomly initialized weights. The table shows

the result from the median-accuracy training, and the standard deviation of the 9 trainings is quoted as the
uncertainty to assess the stability to random weight initialization. Uncertainty on the accuracy and AUC are
negligible and therefore omitted. The performance of PFN on this dataset is reported in Ref. [52], and the

uncertainty corresponds to the spread in 10 trainings.

Accuracy AUC 1/"b at "s = 70% 1/"b at "s = 50%
ParticleNet 0.980 0.9979 1342± 4 6173± 425
ParticleNeXt 0.981 0.9982 2008± 75 8621± 309

FIG. 3: Performance comparison in terms of ROC
curves on the top tagging benchmark dataset.

ParticleNet model achieves state-of-the-art performance
on the top tagging benchmark dataset and improves over
previous methods significantly. Its background rejection
power at 30% signal e�ciency is roughly 1.8 (2.1) times

as good as PFN (P-CNN), and about 40% better than
ResNeXt-50. Even the ParticleNet-Lite model, with sig-
nificantly reduced complexity, outperforms all the pre-
vious models, achieving about 10% improvement with
respect to ResNeXt-50. The large performance improve-
ment of the ParticleNet architecture over the PFN archi-
tecture is likely due to a better exploitation of the local
neighborhood information with the EdgeConv operation.

B. Quark-gluon tagging

Another important jet tagging task is quark-gluon tag-
ging, i.e., discriminating jets initiated by quarks and by
gluons. The quark-gluon tagging dataset from Ref. [52]
is used to evaluate the performance of the ParticleNet
architecture on this task. The signal (quark) and back-
ground (gluon) jets are generated with Pythia8 using
the Z(! ⌫⌫) + (u, d, s) and Z(! ⌫⌫) + g processes, re-
spectively. No detector simulation is performed. The
final state non-neutrino particles are clustered into jets
using the anti-kT algorithm [75] with R = 0.4. Only jets
with transverse momentum pT 2 [500, 550] and rapidity
|y| < 2 are considered. This dataset consists of 2 mil-
lion jets in total, half signal and half background. We
follow the recommended splitting of 1.6M/200k/200k for
training, validation and testing in the development of the
ParticleNet model on this dataset.
One important di↵erence of the quark-gluon tagging

dataset is that it includes not only the four momentum,
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ParticleNet-Lite

ParticleNet

ParticleNeXt

SciPost Physics Submission

AUC Acc 1/✏B (✏S = 0.3) #Param
single mean median

CNN [16] 0.981 0.930 914±14 995±15 975±18 610k
ResNeXt [30] 0.984 0.936 1122±47 1270±28 1286±31 1.46M

TopoDNN [18] 0.972 0.916 295±5 382± 5 378 ± 8 59k
Multi-body N -subjettiness 6 [24] 0.979 0.922 792±18 798±12 808±13 57k
Multi-body N -subjettiness 8 [24] 0.981 0.929 867±15 918±20 926±18 58k
TreeNiN [43] 0.982 0.933 1025±11 1202±23 1188±24 34k
P-CNN 0.980 0.930 732±24 845±13 834±14 348k
ParticleNet [47] 0.985 0.938 1298±46 1412±45 1393±41 498k

LBN [19] 0.981 0.931 836±17 859±67 966±20 705k
LoLa [22] 0.980 0.929 722±17 768±11 765±11 127k
Energy Flow Polynomials [21] 0.980 0.932 384 1k
Energy Flow Network [23] 0.979 0.927 633±31 729±13 726±11 82k
Particle Flow Network [23] 0.982 0.932 891±18 1063±21 1052±29 82k

GoaT 0.985 0.939 1368±140 1549±208 35k

Table 1: Single-number performance metrics for all algorithms evaluated on the test sample.
We quote the area under the ROC curve (AUC), the accuracy, and the background rejection
at a signal e�ciency of 30%. For the background rejection we also show the mean and median
from an ensemble tagger setup. The number of trainable parameters of the model is given as
well. Performance metrics for the GoaT meta-tagger are based on a subset of events.

competitive with the technically much more advanced ResNeXt50 and ParticleNet networks.
This suggests that even for a straightforward task like top tagging in fat jets we can develop
competitive and e�cient physics-specific tools. While their performance does not quite match
the state of the art standard networks, it is close enough to test both approaches on key
requirements in particle physics, like treatment of uncertainties, stability with respect to
detector e↵ects, etc.

The obvious question in any deep-learning analysis is if the tagger captures all relevant
information. At this point we have checked that including full or partial information on the
event-level kinematics of the fat jets in the event sample has no visible impact on our quoted
performance metrics. We can then test how correlated the classifier output of the di↵erent
taggers are. We show the pair-wise correlations for a subset of classifier outputs in Fig. 6, with
the correlation matrix given in Tab. 2. As expected from strong classifier performances, most
jets are clustered in the bottom left and top right corners, corresponding to identification as
background and signal, respectively. The largest spread is observed for correlations with the
EFP. Even the two strongest individual classifier outputs with relatively little physics input
— ResNeXt50 and ParticleNet — are not perfectly correlated.

Given that we find the outputs of the di↵erent algorithms not to be fully correlated, we
can investigate whether their combination into a meta-tagger might improve performance.
Note that this GoaT (Greatest of all Taggers) meta-tagger should not be viewed as a poten-
tial analysis tool, but rather as a benchmark of how much unused information is available
in correlations that could be captured by a future approach. It is implemented as a fully
connected network with 5 layers containing 100-100-100-20-2 nodes. All activation functions
are ReLu, apart from the final layer where we use SoftMax. Training is performed with the
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0.984 0.937 1262±49 26k

0.986 0.940 1615±93 366k

0.987 0.942 1923±48 560k

Table 2. Comparison between the performance reported for different classification algorithms on
the top tagging dataset. The uncertainty quoted corresponds to the standard deviation of nine
trainings with different random weight initialization. If the uncertainty is not quoted then the
variation is negligible compared to the expected value. Bold results represent the algorithm with
highest performance.

Acc AUC 1/✏B (✏S = 0.5) 1/✏B (✏S = 0.3)
ResNeXt-50 [16] 0.936 0.9837 302±5 1147±58
P-CNN [16] 0.930 0.9803 201±4 759±24
PFN [32] - 0.9819 247±3 888±17
ParticleNet-Lite [16] 0.937 0.9844 325±5 1262±49
ParticleNet [16] 0.940 0.9858 397±7 1615±93

JEDI-net [20] 0.9263 0.9786 - 590.4
JEDI-net with

P
O [20] 0.9300 0.9807 - 774.6

SPCT 0.931 0.9813 230±10 851±70
PCT 0.939 0.9849 354±12 1287±41

have transverse momentum pT 2 [500, 550] GeV and rapidity |y| < 1.7 for the reconstruc-
tion. For the training, testing and evaluation, the recommended splitting is used with
1.6M/200k/200k events respectively. Each particle contains the four momentum and the
expected particles type (electron, muon, photon, or charged/neutral hadrons). For each
particle, a set of 13 kinematic features is used. These features are chosen to match the ones
used in [16, 17]. The AUC and background rejection power are listed in Tab. 3.

Table 3. Comparison between the performance reported for different classification algorithms on
the quark and gluon dataset. The uncertainty quoted corresponds to the standard deviation of
nine trainings with different random weight initialization. If the uncertainty is not quoted then the
variation is negligible compared to the expected value. Bold results represent the algorithm with
highest performance.

Acc AUC 1/✏B (✏S = 0.5) 1/✏B (✏S = 0.3)
ResNeXt-50 [16] 0.821 0.9060 30.9 80.8
P-CNN [16] 0.827 0.9002 34.7 91.0
PFN [32] - 0.9005 34.7±0.4 -
ParticleNet-Lite [16] 0.835 0.9079 37.1 94.5
ParticleNet [16] 0.840 0.9116 39.8±0.2 98.6±1.3
ABCNet [17] 0.840 0.9126 42.6±0.4 118.4±1.5

SPCT 0.824 0.899 34.4±0.4 100.3±1.5
PCT 0.841 0.9140 43.3±0.7 117.5±1.4

6 Computational cost

Besides the algorithm performance, the computational cost is also an important figure of
merit. To compare the amount of computational resources required to evaluate each model,

– 7 –

ParticleNeXt 0.841 0.9129 41±0.1 105±1.0

Top tagging landscape

Quark/gluon tagging

G. Kasieczka et al.  
[1902.09914]

V. Mikuni, F. Canelli 
[2102.05073]

https://arxiv.org/abs/1902.09914
https://arxiv.org/abs/2102.05073
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SUMMARY & OUTLOOK
ParticleNeXt 

new GNN architecture for jet tagging 

enhanced expressiveness w/ several new features in the network design 

significant performance improvement as demonstrated in the top and Higgs tagging 
benchmarks 

paper, code and dataset to come soon — stay tuned! 

Still, performance can be further improved via: 

model ensembling 

extending training dataset 

Models that better incorporate physically-motivated inductive biases are likely to bring 
better data-efficiency, and to improve the performance as well

15
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5

TABLE I: Input variables used in the top tagging task (TOP) and the quark-gluon tagging task (QG) with and
without PID information.

Variable Definition
�⌘ di↵erence in pseudorapidity between the particle and the jet axis
�� di↵erence in azimuthal angle between the particle and the jet axis

log pT logarithm of the particle’s pT
logE logarithm of the particle’s energy

log pT

pT (jet) logarithm of the particle’s pT relative to the jet pT
log E

E(jet) logarithm of the particle’s energy relative to the jet energy

�R angular separation between the particle and the jet axis (
p
(�⌘)2 + (��)2)

q electric charge of the particle
isElectron if the particle is an electron

isMuon if the particle is a muon
isChargedHadron if the particle is a charged hadron
isNeutralHadron if the particle is a neutral hadron

isPhoton if the particle is a photon
tanh d0 hyperbolic tangent of the transverse impact parameter of the track (in units of mm)
tanh dz hyperbolic tangent of the longitudinal impact parameter of the track (in units of mm)
�d0 error of the transverse impact parameter
�dz error of the longitudinal impact parameter

simulation. No multiple parton interaction or pileup is
included in the simulation. Jets are clustered from the
Delphes E-Flow objects with the anti-kT algorithm [75]
using a distance parameter R = 0.8. Only jets with
transverse momentum pT 2 [550, 650] and pseudorapid-
ity |⌘| < 2 are considered. Each signal jet is required to
be matched to a hadronically decaying top quark within
�R = 0.8, and all three quarks from the top decay also
within �R = 0.8 of the jet axis. The background jets are
obtained from a QCD dijet process. This dataset consists
of 2 million jets in total, half signal and half background.
The o�cial splitting for training (1.2M jets), validation
(400k jets) and testing (400k jets) is used in the devel-
opment of the ParticleNet model for this dataset.
In this dataset, up to 200 jet constituent particles are

stored for each jet. Only kinematic information, i.e., the
4-momentum (px, py, pz, E), of each particle is available.
The ParticleNet model takes up to 100 constituent par-
ticles with the highest pT for each jet, and uses seven
variables derived from the 4-momentum for each particle
as inputs, which are listed in Table I. The (�⌘,��) vari-
ables are used as coordinates to compute the distances
between particles in the first EdgeConv block. They are
also used together with the other five variables, log pT ,
logE, log pT

pT (jet) , log
E

E(jet) and �R, to form the input
feature vector for each particle.
We compare the performance of ParticleNet with three

alternative models [76]:

• ResNeXt-50: The ResNeXt-50 model is a very
deep two-dimensional (2D) CNN using jet images
as inputs. The ResNeXt architecture [77] was pro-
posed for generic image classification, and we mod-
ify it slightly for the jet tagging task. The model
is trained on the top tagging dataset starting from

randomly initialized weights. The implementation
details can be found in Appendix A. Note that the
ResNeXt-50 architecture is much deeper and there-
fore has a much larger capacity than most of the
CNN architectures [25, 27–35] explored for jet tag-
ging so far, so evaluating its performance on jet
tagging will shed light on whether architectures for
generic image classification are also applicable to
jet images.

• P-CNN: The P-CNN is a 14-layer 1D CNN us-
ing particle sequences as inputs. The P-CNN ar-
chitecture was proposed in the CMS particle-based
DNN boosted jet tagger [42] and showed signifi-
cant improvement in performance compared to a
traditional tagger using boosted decision trees and
jet-level observables. The model is also trained on
the top tagging dataset from scratch, with the im-
plementation details in Appendix B.

• PFN: The Particle Flow Network (PFN) [52] is a
recent architecture for jet tagging which also treats
a jet as an unordered set of particles, the same as
the particle cloud approach in this paper. How-
ever, the network is based on the Deep Sets frame-
work [63], which uses global symmetric functions
and does not exploit local neighborhood informa-
tion explicitly as the EdgeConv operation. Since
the performance of PFN on this top tagging dataset
has already been reported in Ref. [52], we did not
reimplement it but just include the results for com-
parison.

The results are summarized in Table III and also shown
in Fig. 3 in terms of receiver operating characteristic


