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UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

CHALLENGE

Usual Search for New Physics is performed by designing a dedicated trigger for 

a specific signal hypothesis and performing complicated statistical analysis offline


But what if you do not have a signal hypothesis?…

A lot of Unsupervised algorithms for offline processing — LHC Olympics, The Dark Machines, etc

40 MHZ L1 
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https://lhco2020.github.io/homepage/
https://arxiv.org/abs/2105.14027
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UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

CHALLENGE

Idea is to look for something very rare and unusual directly in the Level-1 Trigger 

without any signal hypothesis in mind


The challenge is to find a-priori unknown and rare New Physics hidden in a data 
sample dominated by ordinary Standard Model processes


The deliverable is a developed algorithm that can be deployed and run in L1 

with strict latency requirement of < 1 microsecond


The task is therefore to design an architecture that maximises the sensitivity for New Physics

but at the lowest possible resource and latency budget
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The data is represented as an array of MET, up to 4 e/𝛾, 4 μ and 10 jets each 
described by pT, η and φ to mimic L1 data format


Train using provided 4 million background-like events 

simulated with Delphes 💾 

Events are pre-filtered to have at least one lepton


Inclusive W production, with W → l𝜈 (59.2%)

Inclusive Z production, with Z → ll (6.7%)

tt production (0.3%)

QCD multijet production (33.8%)


Evaluate performance on several different New Physics 

simulated samples 


Neutral scalar boson A, 50 GeV → 4 l 💾 

Leptoquark, 80 GeV → b τ 💾 

Scalar boson, 60 GeV → τ τ 💾 

Charged scalar boson, 60 GeV → τ 𝜈 💾
Black Box 🎁

4 m
illi

on

pT η φ
MET
4 e/𝛾
4 μ

10 jets

UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

DATA SAMPLES

https://arxiv.org/abs/1307.6346
https://zenodo.org/record/5046389#.YNyCfi0Rpqs
https://zenodo.org/record/5046446#.YNyFZC0Rpqs
https://zenodo.org/record/5055454#.YN3IUy0Ro0o
https://zenodo.org/record/5061633#.YN8itC0RqfU
https://zenodo.org/record/5061688#.YN8iyi0RqfU
https://zenodo.org/record/5070455#.YOMSKy0RqfU
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Gather in a team/by yourself 


Get a cool name for your team, for example team ＂DeepAnomaly＂👪 


Get yourself familiar with the details on the challenge webpage


Investigate available datasets and example codes


Design your AD model


Evaluate performance and submit results


Best models will be published in a White Paper (and perhaps deployed in L1 trigger of CMS!!)

UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

STEP-BY-STEP

https://mpp-hep.github.io/ADC2021/
https://github.com/mpp-hep/ADC2021-examplecode
https://zenodo.org/record/5046389#.YNyFtRMzZqt
https://zenodo.org/record/
https://zenodo.org/record/5046446#.YNyFtxMzZqt
https://zenodo.org/record/5055454#.YN7TyW6xVbV
https://zenodo.org/record/5061688#.YOLLU26xVbU
https://zenodo.org/record/5061633#.YOLJ8m6xXfY
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Decide on the algorithm that you want to explore

The Example Team ＂DeepAnomaly＂has chosen Autoencoders


Encode input in smaller dimensional space

Train on typical LHC background

Anomalous data will have higher loss 

Calculating the loss requires to store the input until the 
output is computed

Encoder De
co

de
r

Latent 
space

UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

EXAMPLE TEAM ＂DEEPANOMALY＂👪 

DES IGNS ALGORITHM 

3.2 Baseline performance

The models described in the previous section are trained with floating point precision on an NVIDIA RTX2080 GPU.
We refer to these models as baseline (B). Figures 4 and 5 shows the distribution of the anomaly-detection scores
considered in this paper (IO AD for the AE models, Rz and DKL(ADs for the VAE models). For completeness, results
obtained from the IO AD score of the VAE models are also shown.
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Figure 4: Distribution of four anomaly detection scores (IO AD for AE and VAE models, Rzand DKLADs for the VAE
models) for the DNN model, for the SM cocktail and the four new physics benchmark models.

The model performance is assessed using the four new physics benchmark models. The receiver operating characteristic
(ROC) curves in Fig. 6 show the dependence of the true positive rate (TPR) as a function of the false positive rate (FPR),
computing by changing the lower threshold applied on the different anomaly scores. We further quantify the anomaly
detection performance quoting the area under the ROC curve (AUC) and the TPR corresponding to to a working point
of SM false positive rate "SM = 10

�5 (see Table 1), which corresponds to the average of ⇡ 1000 SM events accepted
every month [1].

7
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The＂DeepAnomaly＂team has also considers Variational 
Autoencoders


The latent space is sampled from Encoder output

Can be used to generate new samples

Inference can be done only on the latent space

No need to store input and deployment of Encoder is 
enough 
(e.g. saves resources and latency in comparison to AE)

Sample

Encoder De
co

de
rμ

σ

z

UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

EXAMPLE TEAM ＂DEEPANOMALY＂👪 

DES IGNS ALGORITHM 
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UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

EXAMPLE TEAM ＂DEEPANOMALY＂👪 

EVALUATES PERFORMANCE ON S IGNAL SAMPLES 
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Figure 5: ROC curves of four AD scores (IO AD for AE and VAE models, Rzand DKLADs for the VAE models) for
the DNN (left) and CNN (right) models, obtained from the two new physics benchmark models.

7 Porting the algorithm on FPGAs

The models described above are translated into firmware using hls4ml version 0.5.0, and then synthesized with Vivado
HLS 2020.1, targeting a Xilinx Virtex UltraScale+ VU9P (xcvu9p-flgb2104-2-e) FPGA with a clock frequency
of 200 MHz. A summary of the accuracy, resource consumption and latency for the DNN and CNN BP AE models
quantized to a bit width of 8, and the DNN and CNN BP VAE models quantized to a bit width of 6 is shown in Table 3.
Resource utilization is quoted as a fraction of the total available resources on the FPGA.

8 Conclusions

We discussed how to extend the new physics detection procedure with autoencoders, described in Ref. [1, 2] to a typical
L1 trigger infrastructure. In particular, we show how one could deploy a DNN or CNN autoencoder on an FPGA card

9

Goal is to maximise TPR at FPR 10-5 (roughly corresponding to the available 
output data rate budget for a trigger algorithm) for each of the provided anomaly


The Team ＂DeepAnomaly＂checks AE vs VAE

The Inference can be done only on the latent space

No need to store input and deployment of Encoder is enough 
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UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

EXAMPLE TEAM ＂DEEPANOMALY＂👪 

SUBMITS  RESULTS

For the Blackbox dataset get the event number of the 1000   most anomalous 
events based on the algorithm metrics


An estimate of the algorithm efficiency can be obtained by calculating the floating-
point operations per second (FLOPS) 🔗 


The submission should be in a form of a HDF5 file, DeepAnomaly.h5, containing a 
numpy array with the identification numbers of each selected event, plus a dictionary 
with the algorithm deployment performance 🔗  

Si
gn

al
 e

ffi
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PR

 1
0-

5

FLOPS

Different algorithm performance

The best one is chosen by min(FLOPS) & max(sig eff)

https://github.com/mpp-hep/ADC2021-examplecode/blob/main/computeFLOPs.ipynb
https://github.com/mpp-hep/ADC2021-results/blob/master/upload-your-data.py
https://github.com/mpp-hep/ADC2021-results/blob/master/upload-your-data.py
https://github.com/mpp-hep/ADC2021-results
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UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

✪ADVANCED CHALLENGE

Model

Keras

TensorFlow


PyTorch

…

Compressed

Model

HLS 

conversion

HLS

project

FPGA flow

ASIC flow

Tune configuration

Latency, throughput, power, resource usage

Those that dares to do the Advanced 

challenge will get the additional help⋆

from the team with hls4ml conversion 

⋆if needed
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Prune the model with the target sparsity of 50%
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Figure 6: The weights per layer for the the Baseline Floating-point (BF) CNN AE model (top left) and DNN AE
(bottom left), the Baseline Pruned (BP) CNN AE model (top right) and DNN AE (bottom right). The BP models are
derived by starting from the BF model and repeating the training while applying a pruning procedure with a target
sparsity of 50% for each layer.

Table 2: Performance assessment of the quantized and pruned DNN and CNN models, for different AD scores and
different new physics benchmark scenarios.

Model AD score TPR @ FPR 10
�5[%] AUC[%]

LQ ! b⌧ A ! 4` h±
! ⌧⌫ h0

! ⌧⌧ LQ ! b⌧ A ! 4` h±
! ⌧⌫ h0

! ⌧⌧
DNN AE IO 0.12 5.63 0.03 0.02 95 93 77 71

DNN VAE
IO 0.09 3.77 0.03 0.01 91 91 72 61

DNN VAE Rz 0.11 4.95 0.02 0.01 91 90 75 65
DKL 0.12 4.99 0.02 0.01 91 90 79 69

CNN AE IO 0.12 5.90 0.03 0.02 95 93 75 67

CNN VAE
IO 0.11 5.97 0.03 0.02 91 91 72 61

CNN VAE Rz 0.03 0.98 0.02 0.01 85 78 69 47
DKL 0.07 2.15 0.02 0.02 86 79 70 48
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UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ

EXAMPLE TEAM ＂DEEPANOMALY＂👪 

✪  PART IC IPATES IN  ADVANCED CHALLENGE

3

QAT (V)AE

Initialize weights from the unpruned baseline model, prune during QAT, input quantized=<16,6>

AUC ratios VAE DKL

TPR ratios VAE DKL

AUC ratios AE IO

TPR ratios AE IO

Use Quantization Aware Training (QAT) with 
QKeras to quantize the model

Use hls4ml to convert model to firmware and evaluate latency and performance

Results shown for ＂DeepAnomaly＂are soon to be published
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UNSUPERVISED NEW PHYS ICS  DETECT ION AT 40 MHZ


Good luck!! 🚀 

And remember New Physics might be just behind the corner…

All the information is available at

And if you still have questions


📩 

ekaterina.govorkova@cern.ch 

ema.puljak@cern.ch 

jennifer.ngadiuba@cern.ch 

maurizio.pierini@cern.ch 

thea.aarrestad@cern.ch

https://mpp-hep.github.io/ADC2021/
https://mpp-hep.github.io/ADC2021/#
https://mpp-hep.github.io/ADC2021/#
https://mpp-hep.github.io/ADC2021/#
https://mpp-hep.github.io/ADC2021/#
https://mpp-hep.github.io/ADC2021/#

