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PPS SRM 2 2 d iPPS SRM v2.2 endpoints
• At the moment there are 13 endpoints inAt the moment there are 13 endpoints in 

PPS for 4 flavors: CASTOR, dCache, DPM, 
StoRMStoRM

• These endpoints are tested daily using the 
S2 families of testsS2 families of tests.

• Most of these endpoints are available for 
testing in the PPS testbed.

• These are mostly test instances. DPM y
production instances are also available 
(LAL, Edinburgh, etc.).
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(LAL, Edinburgh, etc.).
• They publish both SRM v1 and SRM v2 

services whenever possible (not available



PPS SRM 2 2 d iPPS SRM v2.2 endpoints

• CASTOR: CERN, CNAF (new LSF plug-in)
dC h BNL IN2P3 FZK NDGF Edi b h• dCache: BNL, IN2P3, FZK, NDGF, Edinburgh 

• DPM: CERN (1.6.5) test, Edinburgh,DPM: CERN (1.6.5) test, Edinburgh, 
Glasgow, LAL (1.6.4-3) production.
St RM CNAF B i t l• StoRM: CNAF, Bristol.
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T dTests executed

All dCache 
deployment sites
expose the same
problems.
Diffi ltDifficult 
configuration:
• storage classesstorage classes
• security
• handling of top dir
• …

4GSSD face-to-face meeting - CERN, 04 June 2007

New CASTOR 
stress endpoint



The S2 result web-pages

dCache@DESY
CASTOR and DPM

Authorization/
Connection errors
(dCache developers

CASTOR and DPM
Do not provide
srmCopy for the
moment

will look into the
problem
this coming week)

moment.
Foreseen for
end of 2007.

StoRM does not
provide srmCopy
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provide srmCopy
in PULL mode



dC hdCache support
• The problems with the dCache configuration have 

d f i d l i dstopped us from progressing and releasing a good test 
environment to experiments:
– Configuring multiple storage classesg g p g
– Allowing access to all members of a VO without enabling the 

single DNs
• Greig A. Cowan has volunteered to collect issues andGreig A. Cowan has volunteered to collect issues and 

solution in a twiki page pointed to by the GSSD pages:
– http://www.gridpp.ac.uk/wiki/DCache_SRM_v2.2_Testing

• Please report problems to the srm tester list:• Please, report problems to the srm tester list: 
srmtester@lbl.gov or to the GSSD mailing list: storage-
classes-wg@cern.ch.
A i il d h l h b bli h d i h h• A privileged channel has been established with the 
developers for problem reporting (it has to appear in 
Greig’s list)
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g )



FTS 2.0 for SRM 2.2

CNAF=StoRMCNAF StoRM
CERNPPS=DPM
CERNDPM=DPM

CERN CASTOR P dCERN=CASTOR Prod
BNLV22=BNL
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FTS 2.0 for SRM 2.2

• Minor problems found with FTS 2.0 for SRM 
2.2
– The delegation service endpoint isn't published 

correctly in BDIIcorrectly in BDII. 
– Authorization for a given role: YAIM does not 

support it but the code doessupport it but the code does
– An idle DB connection in the pool can timeout 

d th di th fi t th t itand then die on the first person that uses it
– there *is* a -c option on glite-transfer-submit 
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that fills in the space token description 
already. Wrongly documented in the man 



Other problems

• CERN CA updated
– This has introduced a CN=\d\d\d\d\d\d in the user’s DN

• Myproxy server at LIP with CRLs expired
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What is ready

Th FTS h l bli h d il bl• The FTS channels established are available 
for all experiments to tests.

• Basic tests have been performed as well 
with the latest version of the high level g
tools such as GFAL, lcg-utils.

• The PPS makes available an AFS UI:• The PPS makes available an AFS UI:
– source 

/afs/cern ch/project/gd/egee/glite/ui PPS/e/afs/cern.ch/project/gd/egee/glite/ui_PPS/e
tc/profile.d/grid_env.csh

• It is possible to access the latest version
10GSSD face-to-face meeting - CERN, 04 June 2007

• It is possible to access the latest version 
of ROOT as well



Status of PPS for ATLAS
• Main requirements published on the GSSD page:Main requirements published on the GSSD page:

– https://twiki.cern.ch/twiki/bin/view/LCG/GSSDATLASPPS
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Status of PPS for ATLAS

• The channel CERN-
BNLV22 is to 
transfer data fromtransfer data from 
CASTOR2 
production with 
SRM v1 to BNL withSRM v1 to BNL with 
srm v2

• The channels 
BNLV22 CERNPPSBNLV22-CERNPPS 
and CERNPPS-
BNLV22 are to 
move data using 
SRM v2.2 within 
PPS.
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Status of PPS for ATLAS
• ATLAS tests:ATLAS tests:

– FTS 2.0 will be used with SRM v1 at CERN production and SRM v2 at 
BNL to transfer data sets from CERN to BNL
An FTS 2 0 channel is configured as well between BNL and CERN– An FTS 2.0 channel is configured as well between BNL and CERN 
DPM SRM v2.2 for further tests.

– BNL is only offering REPLICA-ONLINE. No sites are at the moment 
il bl t ff CUSTODIAL NEARLINEavailable to offer CUSTODIAL-NEARLINE.

– Other sites interested in joining the tests for ATLAS are:
• IN2P3 with a test instance available in the second/third week of June ?
• NDGF with a test instance available as of now
• FZK later on with a possible CUSTODIAL-NEARLINE storage class

• Anything else we should be considering for ATLAS ?
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H h ld d ?How should we proceed ?

What are the candidate experiments ? Can• What are the candidate experiments ? Can 
we define a set of tests to be performed by 
h i ?the experiments ?  

• What are the resources required ? Is theWhat are the resources required ? Is the 
PPS a good starting point for the 
experimentsexperiments.

• What is the situation with the sites ?
• How can we prepare a roll out plan for SRM 

v2 2 in production ?
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v2.2 in production ?


