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• No need no introduce VBS to this audience, excellent 
overview by Ansgar (here)


• Also excellent overview on the BSM sate-of-the-art, given 
by Marc (here)


• Latest experimental developments shown by Joanny 
(here) and Kenneth (here)


• This talk: dim6 EFT interpretation of the former
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The VBS viewpoint on the EFT landscape 

Introduction:

https://indico.cern.ch/event/980773/contributions/4163505/attachments/2177295/3676868/denner_vbs_snowmass.pdf
https://indico.cern.ch/event/980773/contributions/4134894/attachments/2178364/3678961/2101_VBSsnowmass.pdf
https://indico.cern.ch/event/980773/contributions/4134823/attachments/2177381/3677025/JManjarres_VBS_ATLAS.pdf
https://indico.cern.ch/event/980773/contributions/4134827/attachments/2177438/3677115/Long_VBSCANSnowmass_2021_01_23.pdf
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The VBS viewpoint on the EFT landscape 

EFT has been “traditionally” a Higgs-Sector theory

ℒSM = ∑
i

𝒪(4)
i

𝒪W = ϵijk Wi
μνW

j
νρWk

ρμ
With some exceptions: 

𝒪(6) = H†H 𝒪(4)

𝒪dip = ℓ̄σμνeR φWμν 𝒪8 = ℓ̄1ℓ1 ℓ̄2ℓ2
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For completeness: the Warsaw basis (2010)

X3 ϕ6 and ϕ4D2 ψ2ϕ3

QG fABCGAν
µ GBρ

ν GCµ
ρ Qϕ (ϕ†ϕ)3 Qeϕ (ϕ†ϕ)(l̄perϕ)

QG̃ fABCG̃Aν
µ GBρ

ν GCµ
ρ Qϕ! (ϕ†ϕ)!(ϕ†ϕ) Quϕ (ϕ†ϕ)(q̄purϕ̃)

QW εIJKW Iν
µ W Jρ

ν WKµ
ρ QϕD

(
ϕ†Dµϕ

)⋆ (
ϕ†Dµϕ

)
Qdϕ (ϕ†ϕ)(q̄pdrϕ)

QW̃ εIJKW̃ Iν
µ W Jρ

ν WKµ
ρ

X2ϕ2 ψ2Xϕ ψ2ϕ2D

QϕG ϕ†ϕGA
µνG

Aµν QeW (l̄pσµνer)τ IϕW I
µν Q(1)

ϕl (ϕ†i
↔

Dµ ϕ)(l̄pγµlr)

QϕG̃ ϕ†ϕ G̃A
µνG

Aµν QeB (l̄pσµνer)ϕBµν Q(3)
ϕl (ϕ†i

↔

D I
µ ϕ)(l̄pτ

Iγµlr)

QϕW ϕ†ϕW I
µνW

Iµν QuG (q̄pσµνTAur)ϕ̃GA
µν Qϕe (ϕ†i

↔

Dµ ϕ)(ēpγµer)

Q
ϕW̃

ϕ†ϕ W̃ I
µνW

Iµν QuW (q̄pσµνur)τ I ϕ̃W I
µν Q(1)

ϕq (ϕ†i
↔

Dµ ϕ)(q̄pγµqr)

QϕB ϕ†ϕBµνBµν QuB (q̄pσµνur)ϕ̃Bµν Q(3)
ϕq (ϕ†i

↔

D I
µ ϕ)(q̄pτ

Iγµqr)

QϕB̃ ϕ†ϕ B̃µνBµν QdG (q̄pσµνTAdr)ϕGA
µν Qϕu (ϕ†i

↔

Dµ ϕ)(ūpγµur)

QϕWB ϕ†τ IϕW I
µνB

µν QdW (q̄pσµνdr)τ IϕW I
µν Qϕd (ϕ†i

↔

Dµ ϕ)(d̄pγµdr)

QϕW̃B ϕ†τ Iϕ W̃ I
µνB

µν QdB (q̄pσµνdr)ϕBµν Qϕud i(ϕ̃†Dµϕ)(ūpγµdr)

Table 2: Dimension-six operators other than the four-fermion ones.

3 The complete set of dimension-five and -six operators

This Section is devoted to presenting our final results (derived in Secs. 5, 6 and 7) for the basis

of independent operators Q(5)
n and Q(6)

n . Their independence means that no linear combination
of them and their Hermitian conjugates is EOM-vanishing up to total derivatives.

Imposing the SM gauge symmetry constraints on Q(5)
n leaves out just a single operator [20],

up to Hermitian conjugation and flavour assignments. It reads

Qνν = εjkεmnϕ
jϕm(lkp)

TClnr ≡ (ϕ̃†lp)
TC(ϕ̃†lr), (3.1)

where C is the charge conjugation matrix.2 Qνν violates the lepton number L. After the
electroweak symmetry breaking, it generates neutrino masses and mixings. Neither L(4)

SM nor
the dimension-six terms can do the job. Thus, consistency of the SM (as defined by Eq. (1.1)
and Tab. 1) with observations crucially depends on this dimension-five term.

All the independent dimension-six operators that are allowed by the SM gauge symmetries
are listed in Tabs. 2 and 3. Their names in the left column of each block should be supplemented
with generation indices of the fermion fields whenever necessary, e.g., Q(1)

lq → Q(1)prst
lq . Dirac

indices are always contracted within the brackets, and not displayed. The same is true for the

2 In the Dirac representation C = iγ2γ0, with Bjorken and Drell [21] phase conventions.

3

+ fermion operators (for future work) 
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VBS: TGCs, QGCs and t-channel Higgs

cW cW̃ , cφW̃ , cφ B̃ , cφ W̃B

c(1)
φq , c(3)

φq , cφu , cφd

c(1)
φl , c(3)

φl , cφe
cW cW̃ , cφW̃ , cφ B̃ , cφ W̃B

c(1)
φq , c(3)

φq , cφu , cφd

c(1)
φl , c(3)

φl , cφe

cW̃ , cφW̃ , cφ B̃ , cφ W̃B

cφW, cφB, cφWB, cφD

𝒪W = ϵijk Wi
μνW

j
νρWk

ρμ

TGC/QCG

In practise:

VBS: TGCs, QGCs and t-channel Higgs

cW cW̃ , c�W̃ , c� B̃ , c� W̃B

c(1)
�q , c(3)

�q , c�u, c�d

c(1)
�l , c(3)

�l , c�e
cW cW̃ , c�W̃ , c� B̃ , c� W̃B

c(1)
�q , c(3)

�q , c�u, c�d

c(1)
�l , c(3)

�l , c�e

cW̃ , c�W̃ , c� B̃ , c� W̃B

c�W, c�B, c�WB, c�D

Figure 2.1. EFT corrections modifying the quartic (left panel) and triple (middle panel) gauge
couplings in vector-boson scattering, as well as the the t-channel Higgs exchange contribution (right
panel) and the V ff̄ interaction vertices. In this work we consider only final states where the gauge
bosons decay leptonically.

Diboson

cW

c(1)
�q , c(3)

�q , c�u, c�d c(1)
�l , c(3)

�l , c�e

cW̃ , c�W̃ , c� B̃ , c�W̃B

c�W̃ , c� B̃ , c�W̃B

c�W, c�B,
c�D

c(1)
�l , c(3)

�l , c�e

Diboson

cW

c(1)
�q , c(3)

�q , c�u, c�d c(1)
�l , c(3)

�l , c�e

cW̃ , c�W̃ , c� B̃ , c�W̃B

c�W̃ , c� B̃ , c�W̃B

c�W, c�B,
c�D

c(1)
�l , c(3)

�l , c�e

Figure 2.2. Same as Fig. 2.1 for two representative EFT diagrams contributing to diboson production:
a pure diboson diagram (left) and another for which diboson production interferes with the hæ V V
process (right).

to several other dimension-six operators, given the large amount of vertices and topologies
contributing to the definition of the its final state. This is illustrated in Fig. 2.1, where we
show representative diagrams for EFT corrections to quartic and triple gauge couplings as
well as the the t-channel Higgs exchange contribution.

In the case of WW diboson production at LEP, the process is sensitive to the triple
gauge couplings ZWW and “WW at leading order in the EFT expansion, and thus the
corresponding EFT parametrisation will include the modification of the TGC (through cW ).
It will also modify the eēZ vertex and the corresponding IPS dependence, which could include
cÏWB, cÏD and c(3)

Ïl , and even some contact term of the form eēWW , generally not interfering
with the SM. Similar considerations apply for diboson production at hadron colliders, although
now a new feature appears, namely the interference with Higgs production in gluon fusion
followed by the h æ V V decay. This correction induces a non-negligible sensitivity to the
cÏB and cÏW coe�cients in gauge boson pair production at the LHC. These features are
illustrated in Fig. 2.2.

3 Experimental data and theoretical calculations

In this section we describe the experimental data sets that will be used in the present analysis
as well as the corresponding theoretical predictions both in the SM and at the EFT level. We

9
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Small Clarification:

Enters TGC/QGC Enters VV/VBS

Warsaw cW

Warsaw cHW/cHB

SILH c3W

SILH cHW/cHB

X



“SMEFT analysis of vector boson 
scattering and diboson data from the 

LHC Run II ”
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Jacob J. Ethier,  Raquel Gomez-Ambrosio, Giacomo Magni, Juan Rojo, 

https://arxiv.org/abs/2101.03180

https://arxiv.org/abs/2101.03180
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Final state Selection Observable ndat L (fb
≠1

) Label Ref.

W±W±jj

EW-only ‡fid 1 36.1 ATLAS_WWjj_fid [16]

EW-only ‡fid
4 137

CMS_WWjj_fid
[15]

EW+QCD d‡/dmll
(ú) CMS_WWjj_mll

ZW±jj

EW+QCD d‡/dmTW Z
5 36.1 ATLAS_WZjj_mwz [17]

EW-only ‡fid
4 137

CMS_WZjj_fid
[15]

EW+QCD d‡/dmjj
(ú) CMS_WZjj_mjj

ZZjj
EW+QCD ‡fid 1 139 ATLAS_ZZjj_fid [18]

EW-only ‡fid 1 139 CMS_ZZjj_fid [19]

“Zjj
EW-only ‡fid 1 36.1 ATLAS_AZjj_fid [20]

EW-only ‡fid 1 35.9 CMS_AZjj_fid [21]

VBS total (unfolded) 18

ZZjj EW+QCD+Bkg Events/mZZ 4 139 CMS_ZZjj_mzz [19]

“Zjj EW+QCD+Bkg Events/pT¸¸“
11 36.1 ATLAS_AZjj_ptlla [20]

VBS total (detector-level) 15

Table 3.2. Overview of the VBS measurements considered in this EFT analysis. We indicate the
final state, the selection criteria, the experimental observable, the number of data points ndat and
integrated luminosity L. In the datasets labelled with (ú), one bin from the di�erential distribution
has been traded for the fiducial cross section. We separate the unfolded (baseline) from the detector-
level (used for cross-checks) datasets.

di�erential cross-sections for di�erent kinematic variables have been available for some time
already.

Opposite-sign W±Wû production. This channel has been measured by ATLAS based
on the L = 36 fb≠1 [53, 134] data in the eµ final state. Several di�erential distributions are
available with their corresponding bin-by-bin correlation matrices. From CMS, we include
their recent measurement [54, 135] based on the same luminosity, where events containing
two oppositely charged leptons (electrons or muons) are selected. In our EFT analysis, we
will include the same di�erential distribution, mµe, from both ATLAS and CMS consisting
of ndat = 13 data points in each case. While the ATLAS distribution is provided as an
absolute distribution, the CMS is normalised to the fiducial cross-section. Since the EFT
total cross-section is di�erent to the SM one, we revert this normalisation to maximise our
EFT sensitivity.

Fig. 3.7 displays a comparison between our theory predictions and the experimental data.
The measurement extends up to values of the dilepton invariant mass of meµ ƒ 1.5 TeV. Here
one can observe that the inclusion of higher-order QCD and gluon-initiated contributions is
essential to achieve a good agreement with experimental data, which turns out to be similarly

17
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Montecarlo evt generation: MG5 or POWHEG 
+ Parton Shower with Pythia  
+ Analysis with Rivet3 

SMEFTSIM (2?) : EFT at Linear Order, Mw scheme 
Future: test SMEFT@NLO

Retrieve datapoints with HEPData (with 
all available errors and correlations)  

All technical details  
in Juan’s talk herePerform fit with SMEFiT



RESULTS
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Figure 3.11. Theoretical predictions for the VBS signal (EW-induced component only) for di�erent
final states at

Ô
s = 13 TeV. We show the dilepton mll distributions for the “Zjj (left) and W±W±jj

(right) final states based on the selection cuts of the corresponding ATLAS measurements. In each
case, we compare the SM predictions with three EFT benchmark points, in which either cW , cÏW ,
or cÏB are set to 0.5 TeV≠2 and the other coe�cients to zero. In the upper panels, only the EFT
prediction with cW = 0.5 TeV≠2 are shown to improve readability.

Figure 3.12. The mZZ and mW Z
T distributions in the ZZjj and W±Zjj final states, based on the

same selection cuts as the corresponding CMS measurements.

From the comparisons in Figs. 3.11 and 3.12, one can observe a distinct variation in the
EFT sensitivity across the specific final state and di�erential distribution being considered.
In the case of the mll distributions in the “Zjj and W±W±jj final states, there is good
sensitivity to cW but rather less for cÏW and cÏB assuming the same value for each coe�cient.
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same selection cuts as the corresponding CMS measurements.

From the comparisons in Figs. 3.11 and 3.12, one can observe a distinct variation in the
EFT sensitivity across the specific final state and di�erential distribution being considered.
In the case of the mll distributions in the “Zjj and W±W±jj final states, there is good
sensitivity to cW but rather less for cÏW and cÏB assuming the same value for each coe�cient.
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Process Dataset ndat ‰2/ndat (SM) ‰2/ndat (EFT)

Diboson

ATLAS_WW_memu 13 0.70 0.66
CMS_WW_memu 13 1.28 1.32
ATLAS_WZ_ptz 7 1.38 0.93
CMS_WZ_ptz 11 1.48 1.14
CMS_ZZ_mzz 8 1.17 0.74
Total diboson 52 1.17 0.97

VBS

ATLAS_WWjj_fid 1 0.01 0.67
CMS_WWjj_fid 1 2.17 0.15
CMS_WWjj_mll 3 0.31 0.45
ATLAS_WZjj_mwz 5 1.60 1.52
CMS_WZjj_fid 1 0.38 0.79
CMS_WZjj_mjj 3 1.10 0.73
ATLAS_ZZjj_fid 1 0.09 0.15
CMS_ZZjj_fid 1 0.02 0.02
ATLAS_AZjj_fid 1 0.00 0.25
CMS_AZjj_fid 1 0.03 0.38
Total VBS 18 0.83 0.75

Total 70 1.084 0.917

Table 4.1. The values of the ‰2/ndat for each dataset considered in the fit, as well as the totals in
each category. We indicate the SM (pre-fit) results as well as the best-fit results once EFT e�ects are
accounted for, and separate the diboson (upper) from the VBS (bottom) datasets.

4.2 Fit quality and comparison with data

In Table 4.1 we display the values of the ‰2/ndat, Eq. (4.3), for each of the data sets contained
in our baseline fit, as well as the total values associated to the diboson and VBS categories. We
also indicate the ‰2 values corresponding to the Standard Model predictions (pre-fit) together
with the values obtained once the EFT corrections are accounted for (post-fit). Note that
our baseline dataset does not contain any detector-level folded distributions. The graphical
representation of these ‰2 values is also displayed in Fig. 4.1.

From Table 4.1 one can observe that for the diboson data, a ‰2 of around one per data
point is obtained. Moreover, the total ‰2/ndat = 1.17 found at the level of SM calculations
is reduced to 0.97 once EFT e�ects are included in the fit. Concerning the VBS dataset,
there is a higher spread in the ‰2/ndat values, which is explained by the fact that each data
set is composed of either a single or a few cross-section measurements. Taking into account
the 18 independent cross-section measurements that we includein the fit, the SM value of
‰2/ndat = 0.83 is reduced to 0.75 at the post-fit level. Overall, the combination of the
diboson and VBS measurements adds up to ndat = 70 data points for which a pre-fit value of
‰2/ndat = 1.08 based on the SM predictions is reduced to 0.92 after the EFT fit.

Fig. 4.2 displays a comparison between experimental data and best-fit EFT theory
predictions for the LHC diboson distributions considered in the present analysis. We show
the results for the W±Z, W±Wû and ZZ final states from CMS in the upper panels and
the corresponding W±Z and W±Wû distributions from ATLAS in the lower panels. Both

28
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Figure 4.4. The posterior probability distributions associated to each of the nop = 16 coe�cients
that are constrained in this analysis for the baseline dataset. Note that the x-axis ranges are di�erent
for each coe�cient.

From these posterior probability distributions, the 95% confidence level intervals
associated to each of the fit coe�cients can be evaluated. Table 4.2 displays these 95% CL
intervals associated to all 16 degrees of freedom. Moreover, a comparison is made between
the results of the baseline VBS+diboson fit performed at the global (marginalised) and
individual levels, as well as with a fit based only on the diboson cross-sections. In the fourth
column (individual fits), only one coe�cient is varied at a time while all others are set to
their SM values. The results of Table 4.2 are also graphically represented in Fig. 4.5, which
displays the absolute value (upper) and the magnitude (bottom panel) of these 95 % CL
intervals.

From the comparison between the 95% CL intervals in Table 4.2 and Fig. 4.5, several
interesting observations can be made. First, in comparing the results of the combined
VBS+diboson fit with the diboson-only analysis, the VBS measurements are seen to
improve the bounds provided by the diboson data in a pattern consistent with the Fisher
information matrix displayed in Fig. 3.10. For instance, the bounds on cÏW improve from
[≠0.97,+2.1] to [≠0.55,+1.4], while those on the CP-even (odd) triple gauge operator cW
(c ÂW ) are reduced from [≠0.20,+0.11] ([≠0.63,+0.85]) down to [≠0.13,+0.14]
([≠0.35,+0.57]). In all cases, the VBS data improve the bounds on the EFT coe�cients
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Figure 4.5. Graphical representation of the results of Table 4.2, displaying the absolute value (upper)
and the magnitude (bottom panel) of the 95 % CL intervals associated to each of the 16 EFT operators
considered here. We compare the marginalised results of a diboson-only fit (blue) with the same fit
once VBS data is added (orange) in both cases when all coe�cients are fitted simultaneously. For
reference, we also show the results of the individual VBS+diboson fits, where only one operators is
varied at the time and the rest are fixed to their SM value.
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Results (quantitative)

Class Coe�cient
VBS+diboson VBS+diboson Diboson-only

(marginalised) (individual) (marginalised)

purely bosonic

cW [-0.13, 0.14] [-0.001, 0.13] [-0.20, 0.11]

(CP-even)

cÏW [-0.55, 1.4] [-0.048, 0.91] [-0.97, 2.1]

cÏB [-11, 8.8] [-0.62, 0.69] —

cÏW B [-0.13, 0.44] [-0.050, 0.071] [-0.20, 0.44]

cÏD [-0.93, 0.32] [-0.21, 0.08] [-1.09, 0.26]

purely bosonic

cÂW [-0.35, 0.57] [-0.008, 0.46] [-0.63, 0.85]

(CP-odd)

c
Ï ÂW [-2.9, 1.8] [-0.49, 0.93] [-4.9, 1.3]

c
Ï ÂW B

[-1.4, 1.8] [-0.49, 0.69] [-1.3, 2.4]

c
ÏÂB [-19, 23] [-1.2, 1.4] —

two-fermion

c(1)
Ïl [-0.56, 0.45] [-0.015, 0.031] [-1.3, 0.12]

c(3)
Ïl [-0.037, 0.051] [-0.024, -0.002] [-0.068, 0.081]

c(1)
Ïq [0.043, 0.50] [-0.007, 0.12] [0.038, 0.68]

c(3)
Ïq [-0.002, 0.011] [-0.006, 0.014] [-0.008, 0.013]

cÏe [-0.58, 0.77] [-0.038, 0.021] [-1.5, 0.41]

cÏu [-0.49, 0.53] [-0.073, 0.42] [-0.59, 0.58]

cÏd [-1.3, 1.0] [-0.53, 0.39] [-1.4, 1.2]

Table 4.2. The 95% confidence level intervals associated to the 16 dimension-six EFT degrees of
freedom considered in the present analysis. We compare the results of fits based on the baseline
VBS+diboson dataset both at the global (marginalised) and the individual levels, as well as with
those of a fit based only on the diboson cross-sections. Results shown here correspond to » = 1 TeV
and can be rescaled for any other value of ».
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Fisher information

Figure 3.10. The diagonal entries of the Fisher information matrix, Iii, evaluated for each of the
coe�cients that form our fitting basis. We display results separately for each channel (left) and when
clustering all VBS and diboson datasets together (right panel). For those entries greater than 10%,
we also indicate the numerical value in the heat map.
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Figure 4.8. Comparison of the individual bounds obtained in this work from the VBS+diboson
dataset (shown in Fig. 4.5) with the corresponding individual bounds obtained in the BDHLL20 [47]
and EMMSY20 [66] and EFT analyses, see text. In the three cases, only the linear terms in the EFT
expansion are being included and the EFT cross-sections are evaluated at leading order.

work and from BDHLL20, especially for the purely bosonic operators cÏB, cÏW and cÏBW ,
which are significantly constrained both by the EWPOs from LEP as well as Higgs
measurements. For some coe�cients, our individual results and those of BDHLL20 are in
reasonable agreement, in particular for bosonic operators cÏD, cÏBW , and cÏW .

4.4 Dataset dependence

Until now, we have focused only on the analysis of the EFT fit results for the baseline dataset
listed in Table 4.1. In the following, we assess the dependence of these results with respect
to variations in the input data and theory settings by performing VBS-only fits and studying
the impact of the VBS detector-level distributions when added to the VBS-only and to the
baseline VBS+diboson fits. We also present fits where the CP-odd operators are set to zero
and only the CP-even ones remain.

VBS-only fits. First of all, we have verified through a dedicated PCA that flat directions
in the EFT parameter space are absent also in the case of a VBS-only fit . However, the
same analysis also reveals that some combinations of coe�cients will be poorly constrained.
The latter result is not unexpected, given that for a VBS-only dataset we have nop = 16
parameters to fit with only ndat = 18 data points. We display in Fig. 4.9 the same 95% CL
intervals as in the lower panel of Fig. 4.5, but now comparing the results of our baseline fit
with those obtained from the marginalised and individual VBS-only fits. By comparing the
VBS+diboson with the VBS-only fits, we see that the obtained bounds in the latter case are
much looser by a factor between 10 and 100 for most operators. These findings are consistent
with our previous observations that current VBS data provides only a moderate pull when
added together with the diboson cross-sections.
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Comparison with Higgs fits

J. Baglio, S. Dawson, S. Homiller, S. D. Lane, and I. M. Lewis, Validity of standard model EFT studies 
of VH and VV production at NLO, Phys. Rev. D 101 (2020), no. 11 115004, [arXiv:2003.07862]. 

J. Ellis, M. Madigan, K. Mimasu, V. Sanz, and T. You, Top, Higgs, Diboson and Electroweak Fit to the 
Standard Model Effective Field Theory, arXiv:2012.02779. 
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Generate pseudodata, assuming SM as hypothesis

Final state Selection Observable ndat L (ab≠1) Label

W ±W ±jj
EW-induced d‡/dmll 7 3 ATLAS_WWjj_mll_HL

EW-induced d‡/dmll 4 3 CMS_WWjj_mll_HL

ZW ±jj
EW-induced d‡/dpT¸¸¸ 5 3 ATLAS_WZjj_plll_HL

EW-induced d‡/dmW Z
T 5 3 CMS_WZjj_mwz_HL

ZZjj
EW-induced d‡/dmZZ 9 3 ATLAS_ZZjj_mzz_HL

EW-induced d‡/dmZZ 9 3 CMS_ZZjj_mzz_HL

“Zjj
EW-induced d‡/dp“¸¸

T 13 3 ATLAS_AZjj_ptlla_HL

EW-induced d‡/dm“Z 9 3 CMS_AZjj_maz_HL

HL-LHC VBS total 61

Table 5.1. Overview of the (EW-induced) VBS HL-LHC projections considered in this analysis.

bin of our HL-LHC projections will be given by
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where nsys indicates the number of systematic error sources. Finally, we generate the central
values for the HL-LHC pseudo-data projections by fluctuating the theory prediction by the
expected total experimental uncertainty, namely

‡hllhc

i © ‡th

i

1
1 + ri”

exp

tot,i

2
, i = 1, . . . , nbin , (5.3)

where ri are univariate Gaussian random numbers. By construction, one expects that the
EFT fit quality to the HL-LHC pseudo-data to be ‰2/nbin ƒ 1 for a su�ciently large number
of bins.

Fig. 5.1 displays the comparison of the obtained 95% CL intervals for the 16 EFT
coe�cients considered here between three related analyses. In particular, EFT fits based on
the current measurements, both for a VBS-only and for a combined diboson+VBS dataset,
are compared with the corresponding results from the VBS-only fit based on the HL-LHC
projections listed in Table 5.1. Here we find that the HL-LHC measurements lead to a
significant impact at the level of the VBS-only fit, where the current best bounds are
improved by up to three orders of magnitude depending on the specific coe�cient. It is also
interesting to note that a VBS-only fit from HL-LHC measurements would even have a
superior sensitivity compared to the combined diboson+VBS analysis, especially for the
purely bosonic operators where at least a factor of 10 improvement over the current bounds
is expected.

The results presented here further highlight the capability of VBS measurements for
dimension-six EFT studies and the relevance of their integration in the global EFT fit,
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Keep same binning as LHC, assume clean extraction of the signal. Systematic errors reduced 
by 50% (inline with projections) , stat error reduced to 20% (based on lumi),  gaussian shape

Final state Selection Observable ndat L (ab≠1) Label

W ±W ±jj
EW-induced d‡/dmll 7 3 ATLAS_WWjj_mll_HL

EW-induced d‡/dmll 4 3 CMS_WWjj_mll_HL

ZW ±jj
EW-induced d‡/dpT¸¸¸ 5 3 ATLAS_WZjj_plll_HL

EW-induced d‡/dmW Z
T 5 3 CMS_WZjj_mwz_HL

ZZjj
EW-induced d‡/dmZZ 9 3 ATLAS_ZZjj_mzz_HL

EW-induced d‡/dmZZ 9 3 CMS_ZZjj_mzz_HL

“Zjj
EW-induced d‡/dp“¸¸

T 13 3 ATLAS_AZjj_ptlla_HL

EW-induced d‡/dm“Z 9 3 CMS_AZjj_maz_HL

HL-LHC VBS total 61

Table 5.1. Overview of the (EW-induced) VBS HL-LHC projections considered in this analysis.

bin of our HL-LHC projections will be given by

”exp

tot,i =

Q

a
1
”stat

i

22

+
nsysÿ
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fred,j”
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22
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where nsys indicates the number of systematic error sources. Finally, we generate the central
values for the HL-LHC pseudo-data projections by fluctuating the theory prediction by the
expected total experimental uncertainty, namely

‡hllhc

i © ‡th

i

1
1 + ri”

exp

tot,i

2
, i = 1, . . . , nbin , (5.3)

where ri are univariate Gaussian random numbers. By construction, one expects that the
EFT fit quality to the HL-LHC pseudo-data to be ‰2/nbin ƒ 1 for a su�ciently large number
of bins.

Fig. 5.1 displays the comparison of the obtained 95% CL intervals for the 16 EFT
coe�cients considered here between three related analyses. In particular, EFT fits based on
the current measurements, both for a VBS-only and for a combined diboson+VBS dataset,
are compared with the corresponding results from the VBS-only fit based on the HL-LHC
projections listed in Table 5.1. Here we find that the HL-LHC measurements lead to a
significant impact at the level of the VBS-only fit, where the current best bounds are
improved by up to three orders of magnitude depending on the specific coe�cient. It is also
interesting to note that a VBS-only fit from HL-LHC measurements would even have a
superior sensitivity compared to the combined diboson+VBS analysis, especially for the
purely bosonic operators where at least a factor of 10 improvement over the current bounds
is expected.

The results presented here further highlight the capability of VBS measurements for
dimension-six EFT studies and the relevance of their integration in the global EFT fit,
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Figure 5.1. Comparison of the 95% CL intervals for the EFT coe�cients between three related
analyses: the VBS-only and a the combined diboson+VBS fits based on current data, and the VBS-
only fit based on the HL-LHC projections listed in Table 5.1.
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This project in context
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90’s HL-LHC

Here, now

Dim
-8 

 bounds f
rom ex

peri
men

t (V
BS)

HISZ bas
is

Dim
 8 

aQ
GC  b

as
is

Dim
-6 

 bounds f
rom ru

n2 (
lin

ea
r o

nly, 
LO)

Quad
rat

ic 
ter

ms, 
NLO EFT, 

4-f
erm

ion ops

Global 
fit in

c. 
all

 LHC 

mea
su

rem
en

ts,
 D

Y, 
EWPD

Best bounds,  
or New Physics

Dim
6 +

 D
im

8

Dim
-6 

 bounds f
rom VV (th

/ex
p)

Wars
aw

 bas
is

polar
isa

tio
ns 



The TO-DO list is very substantial…

• (quoting Ansgar) we need to establish priorities:


• Quadratic + NLO EFT (NLO QCD, EW?) 


• Dim 6 + Dim 8 VBS interpretation


• Global fit of LHC data


• Polarisation studies


• Other HL-LHC projections, BSM regions?
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Figure 4.10. Posterior distributions associated to the VBS-only fits that include only unfolded
cross-sections (blue) and also the detector-level distributions (orange).

is di�erent once the detector-level distributions are added to the fit: here the posterior
distributions become Gaussian-like, and their width is markedly reduced compared to the
previous case. In particular, the inclusion of the mZZ and p¸¸“T detector-level distributions is
particularly helpful in strengthening the VBS-only bounds on cÏB and its CP-odd
counterpart.

The 95% CL intervals associated to the posterior probability distributions of Fig. 4.10 are
then represented in Fig. 4.11, where for reference we also display the results of the baseline
VBS+diboson fit. We find that by adding the detector-level distributions, there is a noticeable
improvement in the result of the VBS-only fit, with bounds being reduced by a factor between
two and ten depending on the specific operator. In the case of cÏB, the resulting bound
becomes comparable to that obtained in the VBS+diboson fit, though in general the VBS-
only fit cannot compete with the combined VBS+diboson results even after the addition of
the folded data. These results motivate the release of all available VBS measurements in terms
of unfolded distributions. We have verified that in the case of the combined VBS+diboson
fit, adding the detector-level measurements leaves the results essentially una�ected, providing
a further justification of our choice of removing them from the baseline dataset.

The impact of CP-odd operators. Finally, we assess how the EFT fit results are modified
once only CP-conserving operators are considered. Fig. 4.12 compares the results of the
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Figure 4.12. Comparing the results of the baseline fit with those of the same fit where the CP-odd
operators have been set to zero, such that only the CP-even ones remain.

ZW±jj, mZZ for ZZjj, and then p“¸¸T and m“Z in the “Zjj final state, yielding a total of
ndat = 61 datapoints. The theoretical predictions for these observables are generated as in
Sect. 3 with the same selection and acceptance cuts, except that they are rescaled to account
for the increase in the center of mass energy from

Ô
s = 13 TeV to

Ô
s = 14 TeV. We note

that the actual HL-LHC analysis are expected to contain a larger number of bins, as well as
a higher reach in energy, however for simplicity we maintain here the current binning. The
theoretical calculations are generated for the null hypothesis (c = 0), with the caveat that
better sensitivities would be obtained in the case of an EFT signal.

The statistical and systematic uncertainties associated to the HL-LHC pseudo-data are
evaluated as follows. First, we denote ‡th

i as the theoretical prediction for the EW-induced
VBS cross-section in the i-th bin of a given di�erential distribution. This cross-section includes
all relevant selection and acceptance cuts, as well as the leptonic branching fractions. The
expected number of events in this bin and the associated (relative) statistical uncertainty ”stat

i

are then given by,

N th

i = ‡th

i ◊ L , ”stat

i ©
”N stat

i

N th
i

= 1
Ò
N th

i

. (5.1)

Note that the relative statistical uncertainty for the number of events and for the cross-
sections will be the same, either in the fiducial region or extrapolated to the full phase space.
Here we take the luminosity to be L = 3 ab≠1 and generate two di�erential distributions per
final state, one from ATLAS and the other from CMS, as indicated in Table 5.1.

Concerning the systematic uncertainties, these are also taken from the reference
measurements as follows. If ”sys

i,j denotes the j-th relative systematic uncertainty associated
to the i-th bin of the reference measurement, we assume that the same systematic error at
the HL-LHC will be given by fred,j”

sys

i,j , where fred,j ƒ 1/2 is the expected reduction in
systematic errors, in agreement with available projections [70–73]. Adding in quadrature all
systematic uncertainties with the statistical error, the total relative uncertainty for the i-th
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