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Overview

● Objectives
● SRM2 test setup: ATLAS-DDM
● Results for many small files at NDGF, CNAF
● Results with large T0-export files
● First impression of the srm-pin/stage tools
● ATLAS requirements on SRM tools
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Objectives

● Test new SRM2 implementations with the 
existing ATLAS DDM system
– Do usability, not functional tests!

– Understand what we have to change in DDM

– Allows using the standard queues on FTS, standard 
Certificates

– Understand how fast Atlas DDM can be adjusted to 
work with Test-Sites

● Understand new features: 
– Pinning/Staging

– Space Tokens
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Test setup with ATLAS DDM
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Tests with many Small Files

● Sent 70k small files of 100kB size to sites
● Small files should stress the SRM most...
● Picked first sites that were read: NDGF & CNAF
● No modifications in DDM:

– No Space Tokens used

– Not making use of e.g. Pre-staging functionality

● Writing tested only...
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All Errors from CERN Castor...
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CNAF-StoRM works well, too...
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Errors again from Castor...



 10

Conclusions from First Phase

● SRM2 works very well as a drop-in replacement 
for SRM1, at least for the dCache and StoRM 
implementations

● Pre-staging should be able to help a lot in 
efficiency

● Unfortunately: Files in SRM-Test instances also 
picked up for transfers to other sites
– Reading tested in uncontrolled way, too!

● Next phase: Need to integrate better with 
ongoing tests...
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Writing large files

● Now integrated with ongoing T0 exercise:
– Export tests from CERN with large files to T1 sites

– Tests mainly throughput: 3GB files

● Add new site: LYON
– BNL had trouble with dCache

– FZK not in production BDII

– LAL not considered (T2)
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StoRM

● CNAF problems result from StoRM dynamic 
space allocation feature:

● Currently under investigation...
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SRM-pin tool preview

● Understood that we will use BringOnline
● But to see whether this is useful for us, we need 

to change our data management software
– Could be interesting to do pre-staging before 

scheduling FTS transfer
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Conclusions

● SRM2 implementations can be used as drop-in 
replacements for SRM1 instances

● Problems observed seem to be due to backend 
configuration or CASTOR at CERN

● StoRM dynamic space allocation under 
investigation

● Atlas DDM will now regularly use the SRM2 
endpoints for its export tests

● Need to include T2s (test DPM)
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Future Plans

● Need to include T2s (test SRM2 of DPM)
● Test SRM2 at CERN

– Read from SRM2

– Test usage of Space Tokens
(needs updates to DDM, first)

● Need to test new SRM2 features
– Bring-Online can allow pre-staging

– srm-ls?
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ATLAS Requirements

● lcg-xx tools:
– Used intensively by Production System, Analysis

➔ Need to work with SRM2

➔ Support for Space Tokens

● gfal:
– Used on Worker Node via Root to access files

– Sometimes used in Ganga instead of lcg-tools on WN

➔ Updates needed to work with SRM2

➔ Python wrapper needed
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Tools Needed for Direct SRM Access

● Need direct access to SRM2 on CLI:
– High interest in Distributed Data Management

➔ srm-ls: needed to check consistency with LFC

➔ srm-stage: intended to pre-stage files before transfer 
with DDM

● Tools should be scriptable (i.e. no Java)
● Tools should not look into BDII
● Tools should be OSG interoperable
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SRM access library

● Need direct SRM access library in Python
– No detour via BDII, please

– Should be thread-safe

– Should work against multiple catalogues 
concurrently

– Either swigged C or Python client generated from 
SRM 2.2 WSDL

– OSG interoperability important
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Additionally...

● For consistency of catalogues on Sites:
– List LFC content by SURL date, needed to clean up 

catalogues 


