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via the ROOT http server.

* Histograms and spectra are evolving
with time, making it possible to track
anomalies in the behavior of the
detector.
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mCBM as prototype for full CBM setup mPSD online monitor Time synchronisation
ROOT geometry Map of hits in PSP detector Map of hits in PSD detector vs time in run = | ------------------ ------------------------------------ ------------------ ------------------ ----------------- The intersystem time offsets were determined with
2021+ - ; T Tt @ HGE - : . : wsg__psp ______________ ______________ _____________ I ______________ _______________ _______________ respect to the TO dEtECtor. Stable peaks in the
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o 2 ! ; ®  chan « mPSD online data monitoring software was developed and successfully tested
2x MWPCs Fig.2 mCBM experiment with subsystems during beam time.
Fig.5 mPSD online monitor . .
Test and Optimize: 0 * The readout chain concept and firmware have proven themselves to be
§ 10° +  mPSD online monitor during beamtime operational at high CBM-like interaction rates.
* Operation of the detector prototypes in a high-rate collision environment = in March-May 2020. * Data monitoring module is fully scalable for the full PSD.
* Free-streaming DAQ incl. the data transport to a high-performance computer farm % ” * Monitoring organized in a web browser * Time synchronization was checked with all other mCBM subsystems.
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 Online track and event reconstruction

Acknowledgements
* Event selection algorithms & Offline data analysis

107

This project has received funding from the European Union‘s Horizon 2020 CREMLIN P_ILUS
research and innovation programme under grant agreement No. 871072 i S

for Large-scale Research Infrastructures

* Detector Control Systems




