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Section 1

Introduction & Technical side
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The goal of the NOTED project

We would like to optimized transfers of LHC data
focusing by network problem (like saturation).
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How?
What is generating traffic?
For WLCG, most network traffic is generated by FTS. We
therefore analyse the data transfers via FTS in order to
estimate when any network optimisation should be
applied.
Do the transfers contain information about the network
topology/configuration?
No, but the NOTED uses information from the CRIC
database to identify the site network prefixes (IPv4/IPv6)
of the storage elements involved and then groups
transfers.
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Figure: Identification and grouping of relevant transfers.

(a) Transfers from FTS
between endpoints.
Red represents inactive
transfers, black active,
blue transfer which is
now inactive, but it was
active.

(b) Filter transfers:
inactive transfers are
discarded. This
operation could be
defined by input
settings.

site 1
site 3

site 2

(c) Translate FTS
endpoints to unique
sites using CRIC, then
transfers are grouped
using
{source,destination}
key.
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How?

Do we have enough knowledge about transfers to know
which links will be used?

No. Why?
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Figure: Example of network topology.
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How?

The aggregation stage is a key element of the making
decision process as it enables us to combine the
impact of potentially independent FTS decisions to
give information about the impact on one or more
network path segments. We can define our own
controller.
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Controller configuration
We can define our own controller:

obligatory

what transfers we should consider? For example:
CERN -> PIC, or {CERN & TRIUMF-SFU } ->PIC
(future optional) define limits: for example focus only for
transfers more then 10TB.

optional:

contact information – send information email about decisions
postpone decision about removing path when main transfers
are finished
postpone decision about removing path when FTS reduced
throughput, and transfers do not generate enough traffic to
saturate link, but transfers have not finished yet
corresponding controllers
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Section 2

Effects
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Detection

(a) Utilization of the LHCOPN
10Gbps link CERN-PIC on
27/28-11-2020. FTS was the main
traffic source.

(b) Large transfers detected by the
NOTED.

Figure: Juxtaposition of two graphs: from the network monitoring
website showing the traffic observed between PIC and CERN and the
period when NOTED requested and removed network re-configurations.
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LHCOPN
ES-PIC 10Gbps
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GEANT
LHCONE
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SFU v2127
10Gbps

March 24, 2021 NOTED 22



SFU v2128
50Gbps
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Test with PIC (balancing traffic)

Figure: Report between two endpoints. New bulk (our test transfer)
started at 9:15 (UTC). Test transfer contained 3060 files (avg file
size >6GB); totalling around 145 TB.
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(a) Observation of traffic
passing through the
10Gbps path from
01-12-2020. Multiple
overlapping transfers can
be observed.

(b) This NI controller
focused on transfers from
CERN. It detected our
test transfer and
recommended network
optimiisation only for
that.

(c) The second NI
controller detected and
aggregated, all FTS
transfers transiting CERN
to reach PIC, including
those generated by other
Tier1s. Network
optimisation was thus
recommended for a longer
period.

Figure: Operation of two NI controllers. The red colouring shows increased traffic
due to transfers from FTS.

March 24, 2021 NOTED 25



(a) Observation of traffic
passing through the
added LHCONE_GEANT
path from 01-12-2020.
Link GEANT was added
around 10:15 and in
result traffic was
balanced.

(b) The yellow area
presents the period when
LHCONE_GEANT path
wasn’t used to
load-balance the traffic
between CERN and PIC.
The Network traffic
decrease in the
LHCONE_GEANT path
is visible.

(c) The yellow area
presents the period when
the LHCONE_GEANT
path wasn’t used to split
traffic between CERN
and PIC. Network traffic
increased in the
LHCONE_ES_PIC path.

Figure: Impact of removing the added path on the network traffic of the
observed links.
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Test with TRIUMF-SFU Tier1
Scenario: site connected with a direct low speed link
(VLAN 2127, 10Gbps) with possibility of requesting a
larger bandwidth dynamic circuit
(VLAN 2128, >50Gbps).

Tried to use a dynamic circuit provisioned by
AutoGOLE, but a firewall issue prevented the
reservation to work. We will be very happy to
continue the cooperation.
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Test with TRIUMF-SFU 12-03-2021
(forwarding traffic)

3 test transfers:
CERN -> TRIUMF-SFU
TRIUMF-SFU -> CERN
CERN -> TRIUMF-SFU

LHCOPN v2127 10Gbps was default link since 8:30 to 18:30.

March 24, 2021 NOTED 28



March 24, 2021 NOTED 29



+

=

March 24, 2021 NOTED 30



+

=

start test day stop test day
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1st test transfer from CERN -> TRIUMF-SFU was detected; tool

decided reconfigured network, and changed link SFU v2127 (10Gbps)

to SFU v2128 (>50Gbps)
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The FTS optimiser allowed to increase throughput and in the result

we could generate traffic around 20Gbps
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At the end of our test transfer, the tool detected a second huge

transfer, so the reconfiguration decision was postponed for a certain

amount of time. After couple of minutes the v2128 link was

changed to the v2127
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The 2st test transfer from TRIUMF-SFU -> CERN was detected;

tool decided reconfigured network, and changed link SFU v2127

(10Gbps) to SFU v2128 (>50Gbps)
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The FTS optimiser allowed increased throughput and in the result we

could generate traffic around 40Gbps!
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We could observe also traffic generated by the transfer which had

been detected during 1st test transfer for few hours. BUT! FTS

didn’t generated traffic more then 10Gbps, so when our test transfer

(TRIUMF-SFU -> CERN ) finished – tool reconfigured links and we

used v2127 again.
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Last 3rd test transfer from CERN -> TRIUMF-SFU was detected;

link was changed into v2128; FTS optimizer allowed send transfer

faster and we could observed traffic around 30Gbps and after transfer

finished tool returned v2127.
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Section 3

Tool developing =
Traffic forecasting
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*Figure presents data used to as test dataset during modeling

t
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traffic yτ

xτ,1

xτ,2
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xτ,4

+ link capacity (as limit)t
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traffic yτ
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Figure: Schema input data set X , and dependent variables Y
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For the Conv-LSTM model we consider

additional pre-processing steps and

calculate the throughput exponential

moving average over the last 15

minutes, and estimated size values
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Figure: 1. We trained model to predict traffic based on information about
transfers from FTS (from TRIUMF-SFU to Tier0/Tier1). 2. Pictures present
results on two data sets: from TRIUMF-SFU to Tier0/Tier1 and from
Tier0/Tier1 to TRIUMF-SFU. Forecasting is based on aggregated information
about transfers from last 20 minutes (∆ = 10); b (batches); f(filters).
Forecasting ŶΓ is predicted Γ future values for chosen t. Here Γ = 15 (30 min).
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Section 4

Conclusion
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Conclusion
We can understand network traffic via the analysis of data
from FTS (!)

We can classify transfers and display those that will
generate /are generating large network traffic
grouping endpoints by sites (prefixes), aggregating sites
according to the controller configurations allows for fully
conscious automation of decision-making regarding
network reconfiguration.
using Conv-LSTM model we are able to forecasting traffic
regardless of the transfer behavior based on short history
(time window).
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Thank you for your attention!
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Contact:

Joanna Waczyńska
joanna.waczynska@cern.ch
joanna.waczynska@gmail.com
IT-CS-CE

Edoardo Martelli
edoardo.martelli@cern.ch

IT-CS-CE

Sofia Vallecorsa
Sofia.Vallecorsa@cern.ch

IT-DI-OPL

Edward Karavakis
edward.Karavakis@cern.ch

IT-ST-PDS
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home.cern

http://home.cern


supplement
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Why NOTED?

Figure: LHCOPN (Large Hadron
Collider Optical Private Network)
topology

Figure: Network traffic observed on
the LHCOPN path between CERN
and TRIUMF. Link saturation
occurs in both directions.
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Solution - how avoid saturation

Add extra path/link to balancing traffic.

Reconfigure network, and in result move all traffic from one link to
2nd link.
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How?

Automatically decides when the link will be saturated for a long
period of time. Manually modify the configuration of network
devices

Automatically decides when the link will be saturated for a long
period of time, and automatically modify the configuration of
network devices (SDNC).
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FTS details - how transfer report look
like
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SOURCE

DESTINATION
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TIME TABLE (HISTORY BETWEEN TWO ENDPOINTS
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HOW MANY ACTIVE FILES

AVERAGE FILESIZE
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HOW MANY SUBMITTED FILES
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SUCCESS RATE
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INFORMATION ABOUT THROUGHPUT
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NEW BULK
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NEW BULK
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LINK WASN’T EMPTY
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Figure: Average MSE and its variance with respect to the forecasting steps
(here: Γ = 60).
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Table: Comparison of model parameters on the test data set representing
transfers from TRIUMF to Tier0/Tier1. MSEΨ,0 and MSEΨ means
respectively MSE0 and MSE average during Ψ period. Ψ period means
saturation and short drop between two saturation periods (slide 41).
Γ = 15 (30 minutes). S is the standard deviation over 10 training
repetitions.

∆ Model
Batch -
Filters\
Units

MSEΨ(Γ) S(MSEΨ(Γ)) MSEΨ,0 S(MSEΨ,0) rs

4 CNN 1 - 8 0.206 0.007 0.206 0.009 0.764
LSTM 128 - 64 0.224 0.008 0.042 0.005 0.845

CNN-LSTM 128 - 64 0.233 0.015 0.060 0.007 0.857
CONV-LSTM 1 - 8 0.159 0.012 0.048 0.007 0.864

10 CNN 1 - 8 0.223 0.095 0.223 0.010 0.787
LSTM 128 - 64 0.185 0.012 0.025 0.006 0.841

CNN-LSTM 128 - 64 0.188 0.011 0.021 0.006 0.861
CONV-LSTM 1 - 8 0.125 0.008 0.036 0.008 0.862
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