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https://indico.cern.ch/event/924283/ 

https://indico.cern.ch/event/983594/
https://indico.cern.ch/event/924283/


Fast Machine Learning For Science 2020
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History 
● ML for LHC (Apr 2018) at MIT [URL]
● UltraFast DNN (Feb 2019) Zurich [URL]
● 1st Edition (Sep 2019) at FNAL [URL]
● 2nd Edition (30 Nov - 3 Dec, 2020) Virtual (this workshop)

○ Allison Deiana (LOC chair)
○ 3 days of workshops (581 registrations)

■ 47 plenary talks
○ 1 day of FastML tutorials (60 participants)

Mini-workshop on Portable Inference (Dec 4 2020) 
● An IRIS-HEP Blueprint Workshop (32 participants)
● Mark Neubauer (Host)
● https://indico.cern.ch/event/972791 

https://indico.cern.ch/event/714134/
https://indico.cern.ch/event/769727/
https://indico.cern.ch/event/924283/page/20520-previous-workshops
https://indico.cern.ch/event/924283/
https://indico.cern.ch/event/972791


Why we’re here...

Cutting edge science requires:

Faster, more precise, bigger, more granular,...    

Real-time, accelerated machine learning can greatly accelerate time to 
science, allowing us to:

‣ test hypotheses significantly faster
‣ enhance and automate performance of detectors/accelerators
‣ save and maximize potentially lost data 

Nhan Tran
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Outline
● The FastML workshop has a good mix between coprocessor and low latency
● This talk will highlight coprocessor specific contents

● Advances in heterogeneous computing
■ Compute trends and tools

● Applications for accelerated ML 
■ Challenges in LHC physics
■ Challenges in adjacent science domains
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Trends in computing architectures Michaela Blott

Limits of semiconductor chip development Moore’s law, Denard scaling, High manufacturing cost of 3 
nm/ Trends driven by big data explosion & computationally expensive ML methods.



More types of hardware

First exploration on neuromorphic chips, 
Bartlomiej Borzyszkowski, Eric Moreno

Beyond CMOS tech maturity, Dmitri Strukov

https://indico.cern.ch/event/924283/contributions/4105325/attachments/2155010/3634585/B.Borzyszkowski%2C%20E.Moreno%20-%20Anomaly%20Detection%20with%20SNNs%20on%20Neuromorphic%20Chips.pdf
https://indico.cern.ch/event/924283/contributions/4105169/attachments/2153919/3632733/Fast%20mashine%20learning%20Strukov%20final%20v2.pdf


Tools for rapid processing of ML algorithms
Intel OneAPI leads to fast CPU inference
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Kubeflow tool for fast distributed training
Large scale control of the system 
deployed and available at CERN

Dejan Golubovic

Vladimir Loncar

https://indico.cern.ch/event/924283/contributions/4105328/attachments/2153724/3632143/2020-12-01-Kubeflow-FastML.pdf
https://indico.cern.ch/event/924283/contributions/4105196/attachments/2153049/3630831/fastml2020_oneapi_vloncar.pdf


Tools for large distribution of networks on FPGAs 
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Naif Tarafdar

https://indico.cern.ch/event/924283/contributions/4105333/attachments/2154984/3634529/aigean_fastml.pdf


Tools for large distribution of networks on FPGAs 
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A large FPGA cluster to study algorithms across many FPGAS 
FPGAs are linked with high speed connection 
Leads to a very different use of HPC cluster

Michaela Blott, Xilinx



Efficient Design at the Edge
● What optimizations in precision and design can lead to speed-ups and power 

reductions? 
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Challenges in LHC Physics
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Offline Reconstruction (1 KHz, 1 s latency)
Jennifer Ngadiuba



Offline Reconstruction (1 KHz, 1 s latency)



High-Level Trigger (100 KHz, 100 ms latency)



Level 1 Trigger (40 MHz, 1 𝜇s latency)



Ultra Fast ( 1ns)



Challenges in adjacent science domains
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Gravitational Waves Challenges

LIGO deep clean algorithm, Alec Gunny



Neutrino Astrophysics challenge
Kate Scholberg



Accelerator Neutrinos  reading out and processing 
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Jeremy Hewes

Computational challenge  in 
Accelerator Neutrinos
Are quickly becoming large



Challenges at Electron Ion Collider (EIC)
Markus Diefenthaler



Plasma Physics: From Prediction to Control
● How do we control a plasma?
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Bill Tang



Accelerator Control
● How do we control proton accelerator?
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 Christian Herwig

Booster: 400 MeV—> 8 GeV



Material Science
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Materials Science, Josh Agar
Processing Large amounts of data in near real-time



Conclusions
New developments in computing allow for larger use of computing

● New tools are emerging to allow for more advanced applications 
○ Tools for large scale use of GPUs, FPGAs
○ Tools to improve algorithm design to reduce latency and resources

● New opportunities for use of fast ML in design
○ Real-time readout and processing in LHC collider physics
○ Real-time readout in neutrino physics, astrophysics and gravitational wave
○ Real-time control and operations in accelerator, plasma and materials science

● Supplement workshop with forward-looking white paper to
○ Establish key applications and identify overlaps between domains scientific applications for 

resource-constrained ML (tentative timeline Feb 15 2021)
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Backup

27



Trends in Computer Architecture
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3D



Beyond CMOS: Neuromophic Computer
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Dmitri Strukov (UCSB)

Analog Circuit: natural fit 
for vector*matrix 
multiplications


