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INITIATION & CONCEPTION



Rewind almost three years ago: beginning of 2018

LHC’s Run 2 taking place, control system running and 
in full operation

Before getting started, defined necessary objectives to 
be accomplished

According to LHC’s MTP Plan
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011.1 WHERE IT ALL BEGAN
Three Years Ago…




Meetings with different groups and stakeholders

Retrieving maximum amount of information

In order to align our vacuum controls actions

With predefined technical specifications (ECR)
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011.2 STAKEHOLDERS MEETINGS
ECR Technical Specifications
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PLANNING & PREPARATION
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022.1 LS2 PROJECT PLAN
Project Baseline and Critical Path


First LS2 project plan (MS Project) with initial baseline

Containing all known constraints and potential co-activities

Plus, tasks and actions needed to reach objectives set

Due to vast amount of activities, critical path was set

Defining the project’s roadmap and dependencies
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022.1 LS2 PROJECT PLAN
WBS and Agile Methodology


Work Breakdown Structure (WBS) approach

Led to more manageable work and increased efficiency

Main summary tasks and activities into smaller sub-tasks

Structuring work into pre-defined and recurrent processes

Agile: two-week sprints with daily scheduled activities and 
biweekly sprint review
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022.2 RESOURCES MANAGEMENT
Allocation and Access-Dose Management


Allocating resources and manpower to match actions

Balance between number of people and type of activities

Dealing with paperwork to grant access and track doses

Including IMPACTs, DIMR-RWP and WDP creation
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032.3 TECHNICAL DOCUMENTATION
Machine and Racks Layout


Focus on design, modification and update of technical 
documentation

Predefining guidelines to follow, overview of end-result

Machine and racks layout, interlock schematics, etc.

Exact amount of controllers and crates needed
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022.4 MATERIAL PROCUREMENT
Budgeting and Management


Material procurement was our first priority during 2018

Budgeting and estimating needs to respect given timeframe

Anticipating potential delays: call for tenders, procurement 
justifications, logistics issues, etc.
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022.4 MATERIAL PROCUREMENT
Logistics and Manufacturing


More than 650 kCHF in new components and controllers

Also manufacturing and assembly of electronic crates

Procurement of new MKB-BGC vacuum pumping groups

Pre-order, packaging, external shipment and reception
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022.5 INFRASTRUCTURE REQUESTS
Cabling Campaigns and Ethernet Sockets


In parallel, management of major infrastructure requests

Cable pulling campaigns (DIC): signal and power cables

More than 200 vacuum signal cables pulled during LS2

And more than 20 new power cables to feed new vacuum 
pumping groups
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022.5 INFRASTRUCTURE REQUESTS
Cabling Campaigns and Ethernet Sockets


Ethernet sockets installations requested (SNOW Tickets)

Essential for the operation and control of new controls equipment

More than 130 new ethernet sockets installed all around the LHC

Remote access and control of new vacuum pumping groups
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022.6 PLC HW-ARCHITECTURE
Re-design, Parametrisation and Configuration


Major PLC hardware-architecture re-design

Configuration and parametrisation of new controllers

Re-imagined due to saturation of existing DP networks

New redundant PLC installation in P7-TZ76 service area
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022.7 VACUUM DATABASE & SCADA
LS2 Controllers Addition and Configuration


Internal vacuum controls system-database (VacDB)

LHC VacDB instances well-prepared in advance 

Addition and configuration of new LS2 controllers and 
corresponding connections

Large amount of information, use of dedicated templates
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022.7 VACUUM DATABASE & SCADA
Layout Modifications and Data Consistency Check


LHC VacDB massively updated and synchronised

Latest layout modifications and new LS2 sectorisations

Huge data consistency check performed, more than 13,000 
registers and modifications controlled

Before deployment of final results to LHC application
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CONTROLLING & FOLLOW-UP
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033.1 FACING THE UNEXPECTED
The Pandemic Situation and its Impact


A pressing issue: the coronavirus pandemic

Best wishes go to the victims and their families

What did the pandemic situation meant for us?

Vac-DB updating and synchronising during first lockdown

Vast majority of new LS2 equipment added
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033.2 GRADUAL RESTART
Flexibility and Adjustments


Gradual restart of machine activities: well-placed

Advanced with majority of works, no big delays nor 
cancellations

Already completed the core activities of our controls’ 
consolidation

Adjusted initial baseline to the unexpected and dealt 
reasonably well with the new situation
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033.3 PROJECT TOOLS
Burn-down Chart and Timeline Report


Project Tools: Burn-down Charts and Timeline Reports

Periodically updating the Project’s Plan (MS Project)

Successfully managed the follow-up of the activities

Tracked the completion of the planned tasks and projects
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EXECUTION & INSTALLATION
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044.1 HL-LHC: TCLD-11T
Target Collimation Long Dispersion


Limited space around the equipment

Challenging installation and hardware connections

ARCs interlock system and logic re-design

Integration of new sectorisations in existing architecture

Specific interlock solutions to cable and configure TZ76 
racks and UJ76 patch-panels
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044.2 HL-LHC: TDIS
Target Dump Injection Segmented


Integration changes from old TDI to new TDIS configuration

New sectorisations with reduced adjacent sectors

Ion pump HV boxes recabling in series per tank

Reduced accessibility under tanks and difficulties to 
reconnect instruments

Sector valve cards shifting and valve crates reconfiguration
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044.3 BI: BWS & BGC
Beam Wire Scanner and Beam Gas Curtain


Cross-collaborations between TE-VSC and BE-BI

New BWS-BGC sectorisations performed

Displacement and re-cabling of ion pumps

Relocation of Beam Gas Ionisation (BGI) system
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044.4 RF: ACS CAVITIES
Radio-Frequency ACS Modules


ACS Module Replacement: ‘Asia’ left its place to ‘America’

Disconnection and reconnection of both cavities

Intensive clean-up of the emplacement and vicinity

Clearing the way for the new cavity to be installed
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044.5 ABT: MKB INTERVENTIONS
Calibration Campaign and Fine-Tuning


Recurrent interventions on existing MKB systems

Performed exhaustive ion pump calibration

Power supplies fine-tuning at TE-ABT’s request

Vacuum digital alarms to stop and protect their equipment

New redundant pumping groups, with full consolidation
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044.6 STI: TCPPM & TCSPM
Target Collimators Primary and Secondary Pickup Metallic


Series of Target Collimators interacting with beam

NEG cartridges at both ends of the collimators to ‘activate’ 
such collimators

How it affects: full review of NEG configuration in the LSS

Power consumptions calculations and needs

Cabling and adding new VRJNA junction boxes
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044.7 TI2-TI8: TRANSFER LINES
HV Cables Pulling and HSE-PIRL Interventions


TI2 and TI8, one of the biggest challenges to face

Around 100m of HV cables hand-pulled by our team

Guidance from our HSE colleagues with specific safety 
equipment: PIRL ladders

Purpose: adapt existing cable layout and arrangement to 
new Transfer Lines layouts (TED sectorisations)
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044.8 EXP: LHC EXPERIMENTS
ATLAS A-C and VC1AP Chambers


LHC’s Experiments: some major interventions

Dis- and re-connecting sensitive vacuum instrumentation 
at heights in ATLAS’ A and C sides

Dismantling and conditioning ATLAS experiment’s ‘heart’

VC1AP Inner vacuum chambers de-cabling with bake-out 
colleagues
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4.8 EXP: LHC EXPERIMENTS
ALICE RB24 Core Disassembling


Moving into ALICE’s core in RB24 Mini-frame’s Platform

Disconnection, re-routing and disassembling of existing 
control cables and infrastructure

Tidying up and keeping safe existing control cables

While ALICE underwent major upgrades in this area
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4.8 EXP: LHC EXPERIMENTS
CMS Z+/- Interventions and LHCb-VELO Upstream


CMS Z+ and Z- sides, controls equipment manipulation and 
opening activities

Bake-out and Gas-injection controls support provided

LHCb just a new Upstream Valve, VELO Experiment 
controls already presented
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4.9 ICM: LHC RACKS CONSOLIDATION
Mechanical Re-arrangement and Connectors Modification


Execution of a massive rack consolidation in parallel with 
already mentioned projects and activities

Mechanical re-arrangement of more than 160 vacuum racks

More than 200 new ion pump controllers installed

More than 800 connectors modified (400 Burndy-7 and 400 
HV-Fischer connectors)

Old LEP-power supplies replaced by more robust and 
versatile Agilent VPI controllers (2x200W)
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4.9 ICM: LHC RACKS CONSOLIDATION
Network Consolidation, Electrical Safety and Power Redistribution


Racks DP-network consolidation, integrating all new LS2 
controllers

New DP interface card for sector valves with dedicated 
network segments (replacing I/O solution)

Applied protective actions to comply with TE’s electrical 
safety guidelines (IP2x and IP3x)

Performed a power redistribution aiming to reduce the 
impact of power cuts and interruptions
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4.10 TE-VSC: SUPPORT-ASSISTANCE
Mechanical Activities, Bake-Out and NEG Activations


Continuous support to our VSC group, specifically to BVO

TCLIA and TANB displacements, or MKI exchanges

Providing service to LHC ‘clients’ and CERN as a whole

Performing numerous Bake-out and NEG activation activities

Collaborative effort on instrumentation checks and mobile 
equipment connections
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4.10 TE-VSC: SUPPORT-ASSISTANCE
3G and Profibus-DP Mobile Connections


Huge manpower in mounting and dismantling of connections

With both 3G-Wireless and Profibus-DP elements

More than 10km of Profibus-VE2L cable-pulling in 
cumulative distance

Rough idea of dimension of these temporary installations
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CLOSING & CHECK-OUT
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055.1 QA ASSET MANAGEMENT
Scanning-Labelling Campaign and CMMS DB Consolidation


Still few tasks on the pipeline and soon fully completed

Including LS2-end asset management QA campaign

Hardware level with scanning and labelling actions

Consolidation of CMMS database and interface (InforEAM)
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055.2 COMMISSIONING PHASE
BVO Non-Conformities and Final Tests


Final tour of the machine, to solve BVO non-conformities

Extensive commissioning phase currently on-going

Final tests and checks: ion-pumps, gauges, sector valves, 
interlocks, etc.

Access constraints: Cool-Down 300ºK-20ºK, ELQA-IST 
Tests, Powering Tests I (adapt activities to schedule)
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055.3 DELIVERY OF THE PROJECT
The Final Countdown


Fruitful completion of this project, not an overnight success

Vast amount of effort and work by a small group of people

What really happens behind the scenes, to have a great 
controls system at our disposal

Fireworks will only begin, when after almost four years…

LHC machine is finally ‘checked-out’, valves wide-opened

First pilot beams circulate again in the world’s largest 
particle accelerator: the LHC

“ The best is yet to come… ”
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