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US cloud summary for the week of February 24 - March 3, 2021:

======================================================

Reports from the ADC Weekly and ADCoS meetings:
https://indico.cern.ch/event/1012958/contributions/4251456/attachments/2200189
/3721110/crc_20210302.pdf  (CRC report)
https://indico.cern.ch/event/1013356/contributions/4253509/attachments/2199623
/3719916/210302_ADCoS.pdf  (Armen - ADCoS Weekly)

General news / issues during the past week:

2/25: New pilot release (v2.9.6.20) - see:
http://www-hep.uta.edu/~sosebee/ADCoS/pilot2-v2.9.6.20-2_25_21.pdf

3/1: Central Harvesters were stuck, causing US (and other cloud) sites to drain. Reported
by Fred. Services were restarted.

3/1: ADC Technical Coordination Board:
https://indico.cern.ch/e/1008137

3/2: ADC Weekly meeting:
https://indico.cern.ch/e/1012958

Ops Round Table:
https://codimd.web.cern.ch/PPMRQACQTaKG3szTrpL9ZQ#

'AOB' summary:
Third-Party-Copy test/migration: https://its.cern.ch/jira/browse/ADCINFR-166
AGIS to CRIC migration: https://its.cern.ch/jira/browse/CRIC-98 - completed!

======================================================

Site-specific issues:

None.

Follow-ups from earlier reports:

(i)  12/17: MWT2 - file transfer errors ("SSL handshake failed: Connection timed out
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during SSL handshake after 1 attempt"). Related to an issue with http-tpc/webdav
transfers. Site was set back to use gsiftp protocol while the problem is being debugged.
https://ggus.eu/?mode=ticket_info&ticket_id=149958 (on hold), https://atlas-adc-
elisa.cern.ch/elisa/display/1526?logbook=ADC.

(ii)  2/15: SWT2_CPB - request from DDM ops to update the storage dumps (recent ones
missing). https://ggus.eu/?mode=ticket_info&ticket_id=150618 in progress.
Update 3/2: storage dumps are now being created correctly. Issue resolved, ggus 150618
was closed.

(iii)  2/17: SWT2_CPB - file transfer errors. Site lost cooling in the machine room, so
declared a downtime.
https://ggus.eu/?mode=ticket_info&ticket_id=150637 in progress, https://atlas-adc-
elisa.cern.ch/elisa/display/1922?logbook=ADC,
https://atlas-adc-elisa.cern.ch/elisa/display/1925?logbook=ADC.
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