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EW corrections

• QCD corrections generally improve precision 
of computations (shrink theoretical errors)

• EW corrections necessary to improve 
accuracy of predictions, specially in the tails of 
distributions (Sudakov enhancement)

• EW and complete-NLO corrections 
automated!

‣ In some cases, EW corrections do not behave 
as expected: can give effects as large as QCD!

‣ First results beyond fixed-order, including 
matching with PS

‣ Since recently, EW corrections can be included 
in PDF fits
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FIG. 3: The gluon fusion cross-section at all perturbative or-
ders through N3LO in the scale interval [mH

4 ,mH ] as a func-

tion of the center-of-mass energy
p
S.

top-quark is infinitely heavy and can be integrated out,
see eq. (2). Moreover, we assumed that all other quarks
have a zero Yukawa coupling. Finite quark mass e↵ects
are important, but it is su�cient that they are inlcuded
through NLO or NNLO. Indeed, finite quark-mass e↵ects
have been computed fully through NLO in QCD [30],
while subleading top-quark mass corrections have been
computed at NNLO systematically as an expansion in
the inverse top-quark mass [34]. In these references it
was observed that through NLO finite quark mass ef-
fects amount to about 8% of the K-factor. At NNLO,
the known 1

mtop
corrections a↵ect the cross-section at

the ⇠ 1% level. A potentially significant contribution
at NNLO which has not yet been computed in the lit-
erature originates from diagrams with both a top and
bottom quark Yukawa coupling. Assuming a similar per-
turbative pattern as for top-quark only diagrams in the
e↵ective theory, eq. (2), higher-order e↵ects could be of
the order of 2%. We thus conclude that the computation
of the top-bottom interference through NNLO is highly
desired in the near future.

Finally, the computation of the hadronic cross-section
relies crucially on the knowledge of the strong coupling
constant and the parton densities. After our calculation,
the uncertainty coming from these quantities has become
dominant. Further progress in the determination of par-
ton densities must be anticipated in the next few years
due to the inclusion of LHC data in the global fits and the
impressive advances in NNLO computations, improving
the theoretical accuracy of many standard candle pro-
cesses.

To conclude, we have presented in this Letter the
computation of the gluon-fusion Higgs production cross-
section through N3LO in perturbative QCD. While a
thorough study of the impact of electroweak and quark
mass e↵ects is left for future work, we expect that the re-
maining theoretical uncertainty on the inclusive Higgs
production cross-section is expected to be reduced to
roughly half, which will bring important benefits in the
study of the properties of the Higgs boson at the LHC
Run 2. Besides its direct phenomenological impact, we
believe that our result is also a major advance in our un-
derstanding of perturbative QCD, as it opens the door to
push the theoretical predictions for large classes of inclu-
sive processes to N3LO accuracy, like Drell-Yan produc-
tion, associated Higgs production and Higgs production
via bottom fusion. Moreover, on the more technical side,
our result constitutes the first independent validation of
the gluon splitting function at NNLO [14], because the
latter is required to cancel all the infrared poles in the
inclusive cross-section. In addition, we expect that the
techniques developed throughout this work are not re-
stricted to inclusive cross-sections, but it should be pos-
sible to extend them to certain classes of di↵erential dis-
tributions, like rapidity distributions for Drell-Yan and
Higgs production, thereby paving the way to a new era
of precision QCD.
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Figure 6: NLOQCD+EW predictions for t`+`�j (Z-peak). The layout of the plots is the same of
Fig. 4.
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Figure 7: NLOQCD+EW predictions for t`+`�j (“inclusive”). The layout of the plots is the same
of Fig. 4.

18

Pagani et al, 2006.10086Sherpa+Openloops: 1412.5157; Sherpa+Recola: 1704.05783
MG5_aMC: 1804.10017



Marco Zaro, 28-04-2021

EW corrections vs EW effects

• A general process has more contributions at LO, NLO, …

• Example: top pair

• The LO is often identified with the contribution with most αs

• At NLO the first two contributions are identified with the 
NLO QCD and NLO EW corrections

• This structures induces mixed QCD-EW effects at NLO: 
NLOi = LOi-1 ⊗ EW + LOi ⊗ QCD 
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Large EW corrections

• Despite the naive estimate α~αs2, there are cases when EW 
corrections comparable to NLO QCD or larger. It happens when:

• Large scales are probed (VBS)

• Power counting is altered (4 top: yt vs α)

• New production mechanisms, different than those at the “dominant” LO, 
enter (ttW, bbH)
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VBS: Biedermann et al, 1708.00268
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Set-up of Ref. [9] Present work DHK [9]

σLO [fb] 1.2230(4) 1.2218(2)

σNLO [fb] 1.2975(15) 1.2917(8)

Table 6: Comparison of fiducial cross sections at LO [order O
(

α6
)

] and NLO [order O
(

αsα4
)

]

for the process pp → µ+νµe+νejj against the literature in the set-up of Ref. [9]. DHK denotes

the results of Ref. [9]. The cross sections are expressed in femtobarn and the statistical

uncertainty from the Monte Carlo integration on the last digit is given in parenthesis.
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Figure 5: Transverse-momentum distributions at a centre-of-mass energy
√
s = 13TeV at

the LHC for pp → µ+νµe+νejj: (a) for the anti-muon (left) and (b) the hardest jet (right).

The upper panels show the three LO contributions as well as the sum of all NLO predictions.

The two lower panels show the relative NLO corrections with respect to the full LO, defined

as δi = δσi/
∑

σLO, where i = O
(

α7
)

,O
(

αsα6
)

,O
(

α2
sα

5
)

,O
(

α3
sα

4
)

. In addition, the NLO

photon-induced contributions of order O
(

α7
)

computed with LUXqed is provided separately.

butions are presented along with the NLO photon-induced contributions of order O
(

α7
)

. The

latter are computed for the LUXqed PDF and are thus normalised to the Born contributions

obtained with the corresponding PDF. Remember that these photon-induced contributions

are not included in our definition of the NLO corrections of order O
(

α7
)

.

In Fig. 5, two transverse-momentum distributions are displayed. Starting with the distri-

bution in the transverse momentum of the anti-muon, the upper panel in Fig. 5a shows that

the EW-induced contribution is dominant over the whole phase space. Concerning the relative

NLO corrections in the lower panel, the largest contribution is the one of order O
(

α7
)

. It

ranges from −10% at 20GeV (the cut on the transverse momentum of the charged lepton) to

−40% at 800GeV. The large corrections for high transverse momenta are due to logarithms of

– 14 –

feature of all VBS channels, see also 
Denner et al, 1904.00882, 2009.00411
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EW corrections and Higgs couplings

• QCD effects mostly preserve the relation “one 
process, one coupling”: ggF↔kg, VBF↔kV, ttH↔kt, …

• EW and complete-NLO corrections mix coupling 
dependence

• Mandatory to assess their effect if aim is ~few %'s 
on coupling extraction

• Effects small (2%) for ttH, but enormous for bbH 
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EW corrections @NLO+PS

• Matching with QED parton shower available for 
few processes

• Most important contribution [NLO QCD+QED] ⊗ 
QCD PS 
Can be achieved with approximate EW corrections, 
only including n-body contribution (“EWvirt” or 
Sudakov approx.) Not valid for hard photon radiation  
VV(J): Brauer et al, 2005.12128; top: Gutschov et al, 1803.00950;  

V+jets: Kallweit et al, 1511.08692 

• Besides DY, few cases of consistent matching of n-
body and n+1 body for EW corrections (in the 
Powheg scheme) 
DY: Barzè et al,1302.4606; HV(J): Granata et al, 1706.03522;   

VBS: Chiesa et al, 1906.01863 
All these processes have only 1 contribution at LO  
(2 for HVJ, but not stemming from interferences)
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including approximate NLO EW corrections in the additive and multiplicative approach.

MePs@Lo MePs@Nlo

QCD QCD QCD + EWapprox QCD ⇥ EWapprox

0.388+20.6%
�13.9% 0.408+4.4%

�3.2% 0.405 0.405

Table 6: Ratios of fiducial cross sections between pp ! µ+⌫µe�⌫̄ej and pp ! µ+⌫µe�⌫̄e at
p
s = 13TeV at MePs@Lo, MePs@Nlo QCD, MePs@Nlo QCD+EWapprox and MePs@Nlo

QCD ⇥ EWapprox.
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Complete NLO + PS?

• Back to the top-pair example

• Which color-flow, mother-daughter history, … shall we assign to the 
 ααs LO contribution?

• Interferences cannot be treated at LC (à la Odagiri)

7
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Including EW effects in PDF fits

• So far, only QED effects were included in PDFs via the photon 
density and the DGLAP evolution

• Other effects (e.g. Sudakov suppression at high pT) not included, 
though relevant. Possibly treated as systematic error

• It would be desirable to include EW effects in the short-distance 
cross-section which enters PDF fits

• Now we can do it!

8
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Figure 5. Same as figure 2 but for the CMS di�erential Z pT measurement at a centre-of-mass
energy of 13 TeV [112].

of the Z boson increases. The size of this shift is as large (or slightly larger) as the data
uncertainty over the entire range of p¸¯̧

T
. As a consequence, we anticipate the inclusion of

EW corrections to be relevant for an accurate fit of this data.
The size of the EW correction is between four and fifteen times larger than the size of

the PDF uncertainty: as previously noted in the other cases, this fact suggests that, once
included in a PDF fit, EW corrections can improve the accuracy of the PDFs. In comparison
to the scale uncertainty, the size of the EW corrections remains negligible at small values
of p¸¯̧

T
, roughly p¸¯̧

T
. 400 GeV, while it becomes larger than it in the two bins at the largest

value of p¸¯̧

T
. In this kinematic region, NLO EW corrections might therefore become even

more relevant than NNLO QCD corrections, and should therefore be mandatorily included
in a fit of PDFs to this data set. Finally, the Monte Carlo uncertainty is well under control,
as it remains mostly negligible in comparison to the PDF, scale and data uncertainty, and
to the size of the EW correction.

4 Subtraction of EW e�ects from data

The ability to perform theoretical calculations simultaneously accurate in both the QCD
and EW couplings is not su�cient to make a consistent comparison with experimental
measurements. In this section we formulate some guidelines to facilitate this task. We
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PineAPPL 
Carrazza, Nocera, Schwan, MZ, 2008.12789

• PineAPPL stores PDF-independent 
theoretical predictions in interpolation 
grids 

• Convolution with PDFs can be obtained 
very quickly, with excellent agreement with 
MC results

• Same idea as APPLGrid, FastNLO, etc…

• Compliant with mixed-order expansion 
(not restricted to NLO), makes it possible 
to include EW corrections in the fit 

• Interface with MG5_aMC available in v3.1 
(replaces aMCFast), with other MCs WIP 
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What is missing 
for a QCD+EW PDF fit?

• There are (at least) two points to be addressed:

• Consistency between data and NLO EW predictions

• Consistency between EW renormalisation scheme in DGLAP and in 
matrix elements
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Consistency between data 
and NLO EW predictions

• Not all datasets can be part of a fit with NLO 
EW corrections

• In particular, compensating for EW (QED) 
effects (FSR, subtraction of photon-induced 
contributions, …) lead to some double-counting 
when data and NLO-EW predictions are 
compared

• Note: compensating for FSR is sensible and 
necessary when only QCD corrections are 
considered

• We encourage experimental collaboration to 
publish also data defined in terms of QED IR-
safe observables (dressed leptons)
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Which datasets do we fit? Final-state radiation (FSR) subtraction

¸Born ¸Bare

¸dressed

pre-FSR data/Born leptons: leptons “before they radiate”, calculated using shower inversion (PHOTOS), from
æ post-FSR data/dressed leptons: leptons with photons recombined around �Rf “ , typically �Rf “ = 0.1

bare leptons: non-collinear safe
dressing factors

Cdress =
d‡post-FSR/dO

d‡pre-FSR/dO

can be very large, up to 50 % in invariant mass distributions

pre-FSR data for comparisons with QCD-only theory predictions
æ post-FSR data for comparisons with EW corrections (up to one photon at NLO)

For some analyses post-FSR data (preferred choice) not published: double counting issue with pre-FSR data!
Often Cdress (+uncertainty) and pre-FSR dataset given ∆ need to change systematic uncertainties!

æ NLO EW PDF dataset largely determinedy by whether dressed-lepton observables/post-FSR dataset is available
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Figure 6. Photon-induced (left) and quark-induced (right) contributions to the Drell-Yan process.
In black, the LO process is shown. In red, the initial-state splitting leading to the real-emission
q“ æ ¸¯̧q is highlighted. Such a real emission enters in the NLO EW corrections.

focus on the problem of data with (partially) subtracted EW e�ects, which, if compared
to theory predictions including them, leads to a double counting issue. Our guidelines are
intended to make the reader aware of an emerging new issue, whose definitive solution
remains however beyond the scope of this work.

A first example is the subtraction of (irreducible) background processes which must not
be considered as such. A very blatant case is neutral-current Drell–Yan, where the signal
process is the production of an opposite-sign lepton pair, which starts at O(–2). Because
this process is usually thought as a quark-initiated s-channel mechanism (qq̄ æ “ú/Z æ ¸¯̧),
in many analyses the PI component, ““ æ ¸¯̧ in the t channel, is considered a di�erent
process, and therefore as a background and subtracted. The subtraction from the meas-
ured data is done by calculating the theoretical predictions of the double-photon initi-
ated contribution, possibly including (ill-defined) higher-order corrections. For example,
in refs. [125, 126] (a similar statement appears also in an older analysis [70]), one reads:

The photon-induced process, ““ æ ¸¯̧, is simulated at LO using Pythia 8 and
the MRST2004qed PDF set [16]. The expected yield for this process also ac-
counts for NLO QED/EW corrections from references [127, 128], which decrease
the yield by approximately 30 %.

Such a distinction, which is unphysical and incorrect in quantum mechanics, may be some-
how justified at LO. Beyond this order, it is simply wrong. Indeed, at O(–3), the reaction
q“ æ ¸¯̧q becomes possible, which includes both kind of topologies discussed above, and
needs both in order to yield an IR-finite result, see Fig. 6 (as a consequence, one cannot
speak of EW corrections to ““ æ ¸¯̧). It may be useful for the reader to consider a QCD
counterpart of this issue, e.g. the subtraction of the gluon-initiated contribution to top-pair
production, in order to understand the incorrectness of this procedure.

A second example is related to removing EW e�ects from data. These can be either the
full EW corrections or just a part of them. In either case, a comparison between these data
and a NLO-EW accurate simulation aimed at the extraction of some parameter would be
meaningless, as some e�ects included in the latter have been removed from the former. The
typical example relevant for the LHC is the deconvolution of e�ects due to multiple-photon
radiation from light particles in the final state. This applies mostly to processes such
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Consistency between  
EW ren. scheme in DGLAP and in ME’s

• Most common EW schemes for EW corrections are α(mZ) or Gμ. 
EW coupling is scale-independent

• DGLAP uses MSbar renormalisation, with

• If LO~αb, the mismatch at NLO is

• However, running effects are mild: 

• If the PDF initial scale is set μ0~1 GeV,  then μ0 > (me mZ)1/2

• Effects may be discarded if precision is above few %s. However, 
better to have some handle on it 
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Conclusions and Outlook

• Inclusion of EW corrections mandatory for accurate predictions

• EW corrections automated by several collaborations

• Depending on the process, EW corrections can be (very) large. 
Coupling-based estimate violated!

• First results @NLO+PS! Event generators @NLO QCD+EW 
available. What is the best strategy for automation?

• EW corrections can now be included in PDF fits. Need consistency 
between data and theory, and of α throughout the whole 
computation
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