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About 80 km from IHEP

IHEP

HEPS: High Energy Photon Source
• New light source in China — High energy, high brightness

• Located in Beijing - about 80KM from IHEP

• Officially approved in Dec. 2017, 

• The construction was started at the end of 2018

• The whole project will be finished in mid-2025
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Beijing



HEPS CC: the Computing & Communication 
System for HEPS
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• 30+ members

• Most of the members are coming from IHEP CC

• 3 from CSNS/Computing and Software group  

• 1 from Beamline 

• 7 workgroups are set up according to the tasks

• Infrastructure , Network, Computing & Storage, 

Scientific Software, Data management, Database & 

Public Service , Monitoring,  Security

Matrix management 
Sharing talents and skills 



IT Services & Beamline Experiments
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Missions of Analysis Software
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• ‘Online’ data processing and analysis
• Mission: Guide the experiment 

(visualize/estimate/characterize)

• Files/Stream (whole/fraction)

• ‘Offline’ and remote data analysis
• Mission: Reduction, Reconstruction, Modelling and 

Simulation

• Huge data volume (co-location of data storage and 
computing power)

• Computing infrastructure
• HPC clusters (Spark/Slurm) 

• single workstation (Virtual machine)

• Access: JupyterHub (notebook app)

• Remote desktop (traditional app)

• Software deployment and container
• Mission: Re-use and reproduce

• The use of container to archive software environment
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Hardware
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1. Hardware independence
2. A set of Standard Calls & GUI 
3. Integration of 3rd Software

Computing Sys



Inspired by Many Projects
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Decouple Control and Execution Module

Decouple Execution and Data Obj Module

Data Visualization and Processing & IDE

Gaudi
Integrate with existing code via Algorithm



Software Framework Overview
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Scientific DomainRunning Time
⚫ Algorithms
⚫ Workflow

⚫ Workflow Engine
⚫ Data Store

Framework and Middleware

User Interface

Application



Scientific Domain: Algorithm and Workflow
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Scientific Domain
⚫Algorithms
⚫Workflow



Running Time Management: 
Workflow Engine and Data Store

12

Running Time
⚫Workflow Engine
⚫Data Store
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HEPS Testbed @ 3W1 at BSRF 



The Workflow Configurations 
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Metadata/Data 
Storage and Catalogue

The Request for Resources

Refer to the HEPS DMS report: 
The Design of Data Management System(DMS) at HEPS 



Reconstruction Service for Tomography
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Projections Sinogram CT Slices

preprocessing reconstruction

1. Login
(JupyterHub) 2. Workflow

(JupyterLab)

3. Visualization
(Jupyter notebook widget)



Demo: PyFAI & Tomopy
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Thanks
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