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HEP Benchmarks project 
Three main components being developed since ~2 years

!!! Released under GPLv3 licence !!!

– HEP Workloads

• Individual reference HEP workloads 
• Common build infrastructure 

– HEP Score

• Orchestrate the run of a series of HEP workloads

• Compute the HEPscore value
• Report whole set of WL results

– HEP Benchmark Suite

• Meta-orchestrator of multiple benchmark suites 
– HEPscore, HS06, SPEC CPU2017…
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HEP Workloads: Status
q Included new CPU Experiments workloads

– BelleII (done), Atlas sim MT (in progress)

– To come: Dune, gravitational waves, WeNMR, …

q First GPU workload containerized

– SimpleTrack (LHC simulation) 

– Multi-GPU container workloads (Nvidia, AMD, Intel... )

q Plan:

– Include the Run-3 CPU workloads proposed in the WLCG HEP Score Task Force

• Support multiple architectures (e.g. ARM) as long as Experiments’ software has been ported

– Integrate other GPU workloads: next CMS Patatrack (HLT Track reco), MC Madgraph
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https://gitlab.cern.ch/hep-benchmarks/hep-workloads

https://gitlab.cern.ch/hep-benchmarks/hep-workloads-gpu/-/tree/master/lhc/simpletrack
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HEP Score v1.0 : Status
q Several new features included in this new release

– Singularity and Docker engines are both supported, forced user namespace too

– Access of cvmfs unpacked images

– Better handling of disk space, configurable cleanup of the working directory

– Optimised the report structure, allows retries in case of run failures

– Improved CI tests

– Configurable weighted geometric mean for the HEP workloads

– Python wheels available: useful for installations in sites with limited external connectivity

q To install & Run: documentation at https://gitlab.cern.ch/hep-benchmarks/hep-score

q Main developers: C. Hollowell, C. van der Laan, D. Southwick
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https://gitlab.cern.ch/hep-benchmarks/hep-score/-/releases/v1.0
https://gitlab.cern.ch/hep-benchmarks/hep-score
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HEPscore2X: the configuration
q HEP Score tool is configurable

– Config: list of workloads to run, reference scores & weights, settings   

q HEP Score pkg distributed with a default config file: HEPscore2X
– Includes the most stable workloads tested so far on CPUs up to 256 cores 
– “2X” to be replaced by the year of future adoption

q The official config will be defined by the WLCG HEP Score Task Force
– After inclusion of Run3 workloads and performance study

q NB: Other config files can be used and passed to the tool
– Convenient to include new workloads and perform studies

– Each config is associated to an unique ID in the final report
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https://gitlab.cern.ch/hep-benchmarks/hep-score/-/blob/master/hepscore/etc/hepscore-default.yaml
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HEP Benchmark Suite v2.0
q Meta-orchestrator for the execution of several benchmarks and the 

publication of the suite’s report

– HS06, HEP Score, SPEC CPU 2017, …

q Features of this new version

– Modular design, fully rewritten in python3.6+ 

– Distributed via pip install, python wheels available

– Metadata section with detailed HW information

– Install as unprivileged user

• HPC compatible: example of SLURM submission

• Run also on Grid pilot jobs: example

– see next slide

q Main developers: M. Fontes Medeiros, D. Southwick
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https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/
https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/-/releases
https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/-/blob/master/examples/hepscore/run_HEPscore_on_HPC_slurm.sh
https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/-/blob/master/examples/hepscore/run_HEPscore-slim_on_grid.sh
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HEPscore “slim” config on grid sites
q A “slim” version of the 

HEPscore2X config, including 

only CMS gen-sim, digi, reco

q Running on 4-cores job slots

q User job submission, glide-in  

singularity pilot runs
– Requires singularity-in-singularity 

(i.e. user namespaces) enabled on 

the grid site

q Results collected in central DB 

(Elasticserach) and monitored 
via Kibana dashboards

q Enables sampling of grid 

nodes’ real performance

7



D. Giordano (CERN) HEPiX Spring 2021 Online workshop 16/03/2021

HS06 and SPEC CPU 2017
q Make sure that HS06 and SPEC CPU 2017 can run via the Suite

– Orchestrator scripts and libraries available in a container image, built at 
https://gitlab.cern.ch/hep-benchmarks/hep-spec/

– NB: the SPEC suites are not included for license reasons, have to be pre-installed on the host

q HS06
– Config is linux_gcc_cern.cfg used by HS06 in the last decade, with few adaptations 

q SPEC CPU 2017
– Default “HEP” benchmark set to mimic HS06: Cpp-rate set of benchmarks

• Benchmark set can be reconfigured. Eg. –b intrate will run SPEC INT 2017 rate
• NB: All configuration changes are tracked in the reported results

– Config similar to linux_gcc_cern.cfg, distinct for x86 and ARM
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https://gitlab.cern.ch/hep-benchmarks/hep-spec/
https://gitlab.cern.ch/hep-benchmarks/hep-spec/-/blob/master/scripts/spec2k6/linux_gcc_cern.cfg
https://gitlab.cern.ch/hep-benchmarks/hep-spec/-/blob/master/scripts/spec2017/pure_rate_cpp.bset
https://gitlab.cern.ch/hep-benchmarks/hep-spec/-/blob/master/scripts/spec2017/intrate.bset
https://gitlab.cern.ch/hep-benchmarks/hep-spec/-/blob/master/scripts/spec2017/
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HS06 for ARM CPUs
q Enable support for ARM

– Multi-architecture container

• gitlab-registry.cern.ch/hep-benchmarks/hep-spec/hepspec-cc7-multiarch:v2.0

– SPEC CPU 2017 already supports ARM cpus. Only CPU model needs to be changed when running on ARM
– HS06 too old to support natively ARM cpus: SPEC 2006 tooklit needed to be built to work

• Build the toolkit following instructions https://www.spec.org/cpu2006/Docs/tools-build.html
after patching some old code

– Patch procedure available https://gitlab.cern.ch/hep-benchmarks/hep-spec/-/tree/master/patch_SPEC2006

q NB: patching the toolkit is one time operation
– The toolkit is then included in the tool/bin area

Re-creating an archive for  SPEC CPU 2006 allows to use it in any other aarch64 machine

q NB: HS06 for ARM only supported at 64 bits
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https://www.spec.org/cpu2006/Docs/tools-build.html
https://gitlab.cern.ch/hep-benchmarks/hep-spec/-/tree/master/patch_SPEC2006
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Running HS06 on ARM
AWS Graviton2 bare-metal server benchmarked using the 

hepspec multi-architecture container (see previous slide)
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https://aws.amazon.com/blogs/aws/new-m6g-ec2-instances-powered-by-arm-based-aws-graviton2/
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Demo
q Login to newly created VM

q Run HEP Score example 

– Install singularity, python3-pip, wheels of HEP Benchmark Suite

– Run and collect results in Elasticsearch

q Run HS06 example 

– install singularity, python3-pip, git & HEP Benchmark Suite

– Run and collect results in Elasticsearch
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Demo: install
q Grid certificate to authenticate to the 

AMQ broker

q Install singularity and python3-pip

q Download example script
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Demo: edit
q Edit the script

– Change site name

– User certificate path, for data publication

– Enable publishing to AMQ broker

– Add a custom tag (not mandatory) 
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Demo: run (1)
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– Downloads wheels

– Install packages

– …
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Demo: run (2)
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– Downloads wheels

– Install packages

– Execute the Suite (bmkrun), 

reading the config 

bmkrun_config.yml

– Perform checks

• Singularity version, disk 

space, HEP Score 

version

– Run HEP Score

– …
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– Downloads wheels

– Install packages

– Execute the Suite (bmkrun), reading the config 

bmkrun_config.yml

– Perform checks

• Singularity version, disk space, HEP Score version

– Run HEP Score

• Notice the execution of the 
individual workloads

• Overall duration: 3h50’ for 3 runs 
of each workload

– Retrieve metadata

– …

Demo: run (3)
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Demo: results in the central DB @ CERN
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Demo: run HS06
q Similarly to run HEP Score

– Download the example

– Modify few parameters & run

q SPEC CPU 2017 is similar (read the doc)
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https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/-/blob/master/examples/spec/run_HS06.sh
https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/-/blob/master/hepbenchmarksuite/config/benchmarks.yml
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Credits
q Collective effort of several member of the HEPiX Benchmarking WG

q CHEP21 abstract
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Conclusions

q HEP Benchmark Suite and HEP Score are ready to be tested by our community
– New HEP Workloads (mainly LHC Run3) will be made available during 2021

q Need volunteer sites to run the Suite and benchmark several CPU models
– This will permit the studies recommended by the WLCG HEP Score Task Force

q Feedback and support questions are welcome in the HEP Benchmarks Project Discourse Forum

Useful links
Recent publication (CHEP 2019)

Project repository

Documentation: HEP Score, HEP Benchmark Suite
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https://wlcg-discourse.web.cern.ch/c/hep-benchmarks/13
https://arxiv.org/abs/2004.01609
https://gitlab.cern.ch/hep-benchmarks
https://gitlab.cern.ch/hep-benchmarks/hep-score
https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/
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WL1 WL2 WLn Score S(A,B)

m1(ref) 1 (by def) m2(ref) 1 (by def) mn(ref) 1 (by def)

m1(A) x1(A,ref) m2(A) x2(A,ref) mn(A) xn(A,ref) S(A,ref)
!(#, %&')
!(), %&')m1(B) x1(B,ref) m2(B) x2(B,ref) mn(B) xn(B,ref) S(B,ref)

Benchmark comparing “speed factors”
q In order to compare servers HS06 and HEP-Score implement the geometric mean approach. Needs:

• a set of reference workloads (WLs)

• a measure of performance per WL (mi), that typically goes as [1/s]  (eg. can be the event throughput) 

• a reference machine

q The score S of a server (srv) is defined as the geometric mean of the speed factors xi(srv,ref) = mi(srv)/mi(ref) respect to the 

reference machine (ref)

– i.e. “speed” is normalised respect to the reference machine “speed” 

q The relative score between srvA and srvB is the ratio of the scores S(srv,ref) , this is still a geometric mean of speed factors
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https://en.wikipedia.org/wiki/Geometric_mean

Srv A

Srv B
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