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Overview

• Covid

• Batch

• Storage

• Tape

• Network

• Cloud

Thanks to colleagues for contributions
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Working From Home

• WFH has become a Big Thing
– STFC sites well set up for WFH – good network connections

• Scientific computing infrastructure well provisioned with automation and remote 
management capabilities

– Organisation is promoting wellbeing, support for staff 

• Zoom has become the collaboration tool-de-jour
– Licence for the whole of UKRI

– Used daily at all levels

• Slack also used extensively in SCD
– Many channels ‘public’ and private for specific topics

• Late March-June (UK Lockdown)
– Very restricted site access to keep the systems running

• July-December
– Gradual return to working on site for staff who cannot work from home

• Workshops, Labs

• Staff who have difficult WFH environments

• Site occupancy 30%-40%

• January ‘21- date (UK Lockdown)
– Lockdown again on-site work continues
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DC Operations

• Lockdowns:
– Disruption to DC operations

– Engineers able to visit but only for emergencies

– Covid-Safe procedures and protocols, risk assessments, method 
statements, PPE:  can put significant constraints on what is possible

• Face coverings in DC – forced airflow increases droplet and aerosol spread 
despite likely hostile environment

– Backlog of normal activities

– Many hardware installation and decommissioning tasks delayed

• Large push Nov/Dec

• CO2 sensors as indicator of airflow
– CO2 level has been found to be an effective measure of air mixing and 

air flow

– Started to use networked CO2 sensors to monitor CO2 levels in open plan 
office spaces

• Windows open (even when cold outside)

– Plan to do similar in DC machine rooms 
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Batch Farm

• Continue to run HTCondor with ARC CEs.
– We evaluated HTCondor CEs in 2020 but they didn’t provide 

sufficient benefit to move away from ARC

• Jobs run in Docker containers

• Also run XCaches (in containers) on all WN

• CPU procurement is done in collaboration with SCD Cloud
– 92 x 2U Chassis each containing 4 servers (28 Tier-1, 64 Cloud)

– Dual AMD EPYC 7452

– 512GB memory

– 3.84TB SSD with 3.5 DWPD

• This procurement was very similar to the previous years with 
the exception of the upgraded durability SSD
– SSD usage of FY19/20 Tier-1 CPU is averaging 2.14 DWPD
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Echo / CEPH

• Echo
– The Ceph backend has been running incredibly well

• Probably the largest Erasure Code Ceph instance

– Stable on Nautilus

• Look at Octopus in 3Q21

– FY 20/21 - 48 additional storage nodes

• 24 x 16TB drives, Dual Intel Xeon 4208, 192GB memory and 25Gb/s NIC.

– Total deployed will be 69.9PB raw.

– Improvements have been made to the XrootD plugin for Ceph to 
implement Vector Reads, while the GridFTP plugin will be slowly phased 
out.

– Growing usage of S3 endpoints (non-LHC experiments).  

• > 10 VOs using 340TB and 146million objects. 

• Morgan Robinson will provide an update on the Ceph clusters at 
RAL on Wednesday morning:
– https://indico.cern.ch/event/995485/contributions/4263422/
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Castor

• Stable operation, tape only

• Final upgrade to v2.1.19 planned shortly

• Tier1:

– 25PiB Atlas

– 21PiB CMS

– 13PiB LHCb

– Smaller but still PiB scale holdings from Alice, NA62, Dirac

• Facilities:

– 11PiB Diamond Light Source

– 20PiB CEDA
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Tape Libraries

• Libraries:
– Both SL8500 Oracle libraries now being drained, no new data being written into 

either

• T1 library has ~7780 tapes; 690 have data left on them

• Facilities library has ~8580 tapes; 4807 have data on them

• Two 9-frame Tfinity Spectra Logic libraries
– T1 library

• 20xTS1160 drives and 3933 media (more waiting to be installed) and 3328 in use.

– Facilities library

• 30xTS1160 drives and 3915 media installed for migrating data onto. 1765 in use

• 17xLTO8 drives and 1980 media installed with 1377 in use.

• Media is LTOM8 (9TB). Some LTO8 (12TB) media just purchased.

• Aiming to have the T1 migration done by May and the Facilities migration 
done by March 2022.

• Test instance of CTA being installed
– Aim to migrate Castor to CTA once testing is complete and the migration of the 

data to the Spectra libraries is complete.
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Tape Migration

• For the migration a separate Castor Repack instance was 

setup.

– Single generic CASTOR head node (stager): 

• 6 CPU cores and 32GB RAM

– Tape buffer: 9 x HDD and 4 x SSD disk servers → 625TB

– Initial drive allocation: 10 x T10KD for reading (250MB/s) and 6 x 

TS1160 for writing (400MB/s)

– Final drive allocation:  14 x T10KD for reading and 8 x TS1160 for 

writing (accelerated rate)
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Allocate more drives for repacking

~25 tapes/day
~20 tapes/day



EOSCTA Deployment at RAL
 Set up test machines for development

 EOS cluster

 CTA Frontend

 CTA Catalogue

 CTA Catalogue

 CTA Object Store

 CTA tape server 

OpenStack VM’s

Ceph dev cluster

CASTOR preprod host

 All nodes integrated to successfully

mount a tape for migration and recall 

 Development of configuration (Aquilon)

templates in progress  



CTA migration plan

Hardware 
networked

Q1/2021

(complete)

EOSCTA 
installed

(in 
progress)

Q1/2021

CASTOR 
upgrade

Q2/2021

Functional 
testing

Q2/2021

Migration 
to Spectra 
completed

Q2/2021

VO testing 
on CTA

Q2-
Q3/2021

VO 
migration

Q3/2021-
Q1/2022

We are here



Networking – Tier1  

• LHCOPN RAL to CERN now on 100Gbps circuit, no standby
• Currently HW limitation is OPN router @ 40Gbps and circuit to bypass 

firewall

• Plan to replace Tier1 network with Leaf/Spine topology

– Start with recent hardware generations (storage/compute)

– Mellanox/Cumulus, routed network

• 4 x 64-port Spines, and many Leafs as needed

– Connection to SCD SuperSpine connecting other SCD facilities in DC

– Includes OPNR replacement which will provide single exit point to 

OPNs, Site, Internet

– Build in parallel with existing network

• Some recent generations may be migrated

• Older hardware will age out

– First phase operational early summer
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Networking – Tier1  
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Networking – RAL Site

• Firewall Upgrade

– Replacement of Fortinet firewalls with newer 4201F models

• Capable of 800Gbps total (8 x 100Gbps)

• Migration in progress

• IPv6 traffic migrated

• Upgrade of WAN connection

– Connection to JANET network will be upgraded shortly to 200Gbps 

with 200Gbps failover

• Upgrade of site switch core

– Current switch core is several years old, limited to 40Gbps per 

connection (Extreme x670, x770)

– New core planned for Summer 2021 will be 100Gb per circuit

• Increased intra-site and connection bandwidth

• Extreme:  x870, x695 in two stacks of 4 x x670 + 2 x x656 
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SCD Cloud

• For the 5th year running, the SCD Cloud is more than doubling in 
size:
– 30k CPU cores, 56 Tesla V100s, 90 Tesla A100s, 120 Quadro RTX 4000s

• Running the Train release of OpenStack which is as far as we can 
go until the Centos 8 issue is resolved

• Average around 70% utilisation with around 90% utilisation of GPUs

• Kubernetes-as-a-service and Loadbalancers-as-a-service available 
in production through Magnum and Octavia

• Can now offer a Harbor private container registry
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SCD Cloud II

• Investigating Application Catalogues to provide resources to 

our users

– Interest in JASMIN's Cluster-as-a-Service, Murano and KubeApps

• Interested in Blazar and Watcher as other components to 

integrate

• Preparing to offer a Jupyter lab service to our users

• Planning to offer our first FPGAs later this year

• Currently recruiting for a Devops team to work on 

developing platforms on top of the Cloud and to help users 

move their workloads to the Cloud.

– contact alexander(dot)dibbo(at)stfc(dot)ac(dot)uk
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Other

• Talks
– Evolving the Monitoring and Operations services at RAL [to overcome the 

challenges of 2020]:

• Christos Nikitas

• https://indico.cern.ch/event/995485/contributions/4266302/

• Wednesday early session

– The HEPiX Erasure Coding Working Group

• Dewhurst et. al.

• https://indico.cern.ch/event/995485/contributions/4266290/

• Wednesday late session

• Recruiting
– Grid Services sysadmin:

• https://careersportal.co.uk/UKRI-careers/jobs/senior-systems-administrator-
387

• Contact Ian(dot)Collier or David(dot)Crooks(at)stfc(dot)ac(dot)uk
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Questions?
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Antares (CTA)
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CTA Frontend/CTA 
CLI (x2 nodes)

EOS cluster (x12 
nodes)

CTA Tape Servers 
(x25)

CTA 
Catalogue

XRootD Client

LTO-8 
Tape 

Drives 
(x17)

TS116
0 Tape 
Drives 
(x20)

CTA object store
(x4 nodes)

TS116
0 Tape 
Drives 
(x16)

Data

Communication

Data

Tier-1 Spectra Logic

Tfinity tape library

Facilities SpectraTfinity

tape library

A New Tape ARchivE for STFC

Because telling people we were storing data

in the CERN Tape Archive was leading to confusion! 



Node Type & 

Number

Function Model CPU Memory Disk Network

EOS

12 x production
2 x test

Namespace 

management & disk 

cache

DELL R740XD 2 x Intel Xeon Gold 5218192 GB System + 1 NVMe + 16 x 

2TB SSD
1 x Mellanox ConnectX-4 

LX Dual Port 10/25GbE 

1 x Intel Ethernet I350 

Dual Port 1GbE BASE-T 

Adapter

Ceph

3 x production
2 x standby/dev

For transient data, 

queues and requests 

stored as objects in 

key-value store

DELL R6415 1 x AMD EPYC 7551 128GB System + 8 x 4TB SSD 1 x Mellanox ConnectX-4 

LX Dual Port 10/25GbE

Database

2 x Oracle RAC

production

2 x Oracle RAC test

CTA catalogue

DELL PowerEdge R440 2 x Intel Xeon Gold 5222192 GB System + separate 

storage array (~90TB 

capacity)

1 x Broadcom 5720 Dual 

Port 1 GbE

1 x Dual-Port 1GbE On-

Board LOM

Tape Server RAL intend to allocate 

1 tape server per 2 

tape drives (initially)

DELL PowerEdge R640 2 x Intel Xeon Silver 

4214

96 GB 2 x 240GB SSD SATA 1 x Mellanox ConnectX-4 

LX Dual Port 10/25GbE

Frontend Servers
(virtual)

Accepts 

archive/retrieve 

requests from EOS and 

send to CTA object 

store.

Used for admin 
commands

Antares Hardware


