
Standard Model Processes 
Course on Physics at the LHC

Jonathan Hollar (LIP)

March 22, 2021

1



The Standard Model is…

One of the most predictive, 
precisely tested theories of nature in 
human history
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The Standard Model is…

One of the most predictive, 
precisely tested theories of nature in 
human history

Kind of a bricolage, with good  
reasons to believe it’s incomplete  

   => Where will we see the SM  
         predictions fail?
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“Standard Model” encompasses many areas

Electroweak sector (this lecture) Flavor and top physics

Properties and interactions of  
top and other heavy quarks or  
leptons 

See lectures March 24- April 5   
and May 3

Properties and interactions of W, Z, γ 
  
- Is the SM self-consistent? (Precision 

measurements) 

- Do EWK particles interact at the   
expected rates? (Cross sections  & 
anomalous couplings)

Higgs physics

Properties and interactions of the 
Higgs boson 

See lectures April 7-19
4

QCD
Interactions of gluons and quarks - see lecture on 
March 3

If time today - W/Z as tools to study QCD
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The tools: Large Hadron Collider at CERN

• proton-proton collisions at 
7/8 TeV (Run 1), 13 TeV 
(Run2) 

• SM-Electroweak mainly 
studied at the large 
general-purpose detectors 
CMS and ATLAS 

• Also at LHCb in the 
forward direction



The players: W, Z, γ
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W and Z decays
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W and Z boson decays

43Couse on Physics at the LHC

• Most of the time, W and Z 
bosons decay into quarks/
hadrons 

• Followed by decays to 
neutrinos for the Z 

• High rate, but also low 
experimental resolution, 
high background

• Decays with muons and electrons 

• Low rate, but lowest background/cleanest signals 

• Taus: Can be reconstructed via either decays to e/μ, or to hadrons



• Z→ll: One of the cleanest signatures at a hadron collider 

• Opposite charge high-pT muons or electrons, with invariant mass near the Z mass (~91 
GeV) 

• Lepton isolation (require leptons separated from other tracks/calorimeter deposits):  

• Suppress “fake” backgrounds from QCD/misidentified hadrons, light meson decays-in-filght 

•  Suppress “non-prompt” leptons from decays of heavy flavor bottom/charm quarks 8

Leptonic Z reconstruction Z -> e e
Z -> mu mu

μ

μ

e

e
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Leptonic W reconstruction

W -> mu nu

μ

“Missing ΕΤ”

• W→lν: high-pT isolated muon or electron, with “missing transverse 
energy” inferred from sum of all particles from the collision vertex

• Presence of undetected neutrino 
=> no clear invariant mass peak, 
so rely on other variables 

• Lepton pT 

• Missing ET or pΤ 

• “Transverse mass”, using angle 
between lepton and missing 
energy/momentum

PoS(DIS2017)158

Measurement of mW in ATLAS

deposits. The neutrino missing transverse momentum, ~pmiss

T , is accessible from the recoil and ~p`T :

~pmiss

T =�(~uT+~p`T). mT is commonly defined as mT =
q

2p
`
T p

miss

T cosDf where Df is the difference
in azimuthal angle between the reconstructed lepton and the reconstructed neutrino.

The event selection requires exactly one lepton passing criteria for their identification and are
required to be well isolated objects. There is a cut on p

`
T, required to be greater than 30 GeV,

and on the pseudo-rapidity (h) to be in the detector acceptance. Each lepton is required to match
the associated object that fired the trigger system during data taking. The following cuts are ap-
plied : uT < 30 GeV, to limit the impact of the modeling of the W boson pT ; mT > 60 GeV
and p

miss

T > 30 GeV to better reject backgrounds, and those arising from Z and multijet events in
particular.

2.2 Lepton calibration

The calibration of the muon momentum scale and resolution uses Z boson events. It is then
extrapolated to W events using the p

`
T spectrum in these events, parametrising the calibration as a

function of p
`
T to extract the uncertainty due to this extrapolation. The muon sagitta bias correction

uses Z ! µµ events and W ! en events, using the resonance peak for the former one and the E/p

response for the latter one. Both methods compare the data to the prediction for the different charge
categories as a function of h , thus accessing the sagitta bias correction. The total uncertainty due
to the muon calibration and selection efficiencies is 10 MeV.

The electron energy scale and resolution calibration uses Z events and an overall average
relative uncertainty of 9.4⇥ 10�5 is reached. A modulation of the detector response to electrons
as a function of their azimuthal angle due to mechanical deformation under gravity is detected and
corrected using W and Z events. The uncertainties on electron scale factors and calibration leads
to an uncertainty on mW of 14 MeV.

2.3 Hadronic recoil calibration

The hadronic recoil has to be precisely determined, since it enters in the definition of mT, one
of the two observables used to extract mW , but also because there is an event selection cut on this
variable, as well as p

miss

T , also calculated from the recoil. Hence any calibration uncertainty on the
hadronic recoil will have some impact on the accuracy of the measurement. The hadronic recoil is
very sensitive to pile-up, which is substantially higher at LHC than in previous hadron colliders. For
the data considered here, recorded in 2011, the average number of collisions per bunch crossing
was 9.1, and in 2012, it went up to 20.7, which should make the recoil calibration even more
challenging when analysing 8 TeV data in the future. The calibration includes corrections to the
pile-up as well as the underlying event activity, and residual response and resolution corrections
are obtained in-situ using Z events, and extrapolated to W events with an uncertainty due to this
extrapolation. The uncertainty coming from this calibration is 2.6 MeV and 13.0 MeV in the p

`
T

and mT fits respectively.

2.4 Multijet background

The multijet background is estimated using a data-driven technique. Templates are built in two
different background-enriched regions to fit multijet fraction. Three different observables are used,

2

φ



µ

Solenoid

Electron

CMS detector measures leptons very well

8

Chang
UCSD

e/µ among the best 
measured particles at CMS 

by combining tracker, 
calorimeter, and chambers 

measurements
(1-2% resolution for well measured ones)

Muon

Tracker

calorimeters

muon ch
ambers

Muon reconstruction in CMS
• As only fundamental minimum ionizing particles, muons are easier to identify: 

matching tracks in the inner and outer tracking detectors.

• Fake muons only happen if hadrons punch through the calorimeter.

4/14/2020 Hannsjörg Weber (Fermilab) 16

• Very small fake efficiency with 
≥98% signal muon efficiency.

• Because of the excellent tracking, 
exceptional momentum/mass 
resolution.

MUON RESOLUTION IN 2018
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Resolution measured in Z ! µ+µ�

events in the 2018 dataset. Top and
bottom left plots show the mean and
the standard deviation of the mµ+µ�

resonance peak obtained fitting the
distribution to the convolution of a
Gaussian with a Breit-Wigner and a
Crystal-Ball. Uncertainties
incorporate systematic uncertainties
from the Rochester method.

Plots in the right shows the data / Monte Carlo comparison of the mµ+µ� distribution before
(top) and after (bottom) applying the scale corrections given by the Rochester method.

Page 10

Z → µµ 
reconstruction

Excellent lepton reconstruction and simulation at CMS

drawn to 
~scale

Leptonic W and Z signals

• Huge samples of W’s and Z’s produced via 
q/qbar interactions 

• Even in the low branching-fraction leptonic 
decays 

• In 150fb-1 at 13 TeV, expect: 

• ~3B W→lν events produced 

• ~300M Z→ll events produced 

• Very high signal/background, especially in 
Z→ll 

4 8 Results

Figure 1: The missing transverse energy distributions for W+ (left) and W� (right) boson candi-
date events in the electron (top) and muon (bottom) final states. The dotted orange lines shows
the distribution of the W boson signal.

sections this uncertainty cancels. The second leading experimental uncertainty comes from the
measurement of the lepton reconstruction and identification efficiency, which is larger in the
electron channel. Other uncertainties come from theoretical uncertainties, which are dominated
by the resummation and initial state radiation uncertainties. For the measurement of the ratios
of cross sections the correlations for the theoretical uncertainties are taken into account.

The systematic uncertainties affecting the shape of the Emiss
T distribution are considered with

alternative shapes in the maximum-likelihood fit. These include uncertainties in modeling the
lepton momentum scale and resolution and also in the Emiss

T scale and resolution.

8 Results

The theoretical predictions of cross sections and cross section ratios are computed at NNLO
with the program FEWZ [38–41] and the NNPDF 3.0 set of PDFs. The uncertainties in these pre-
dictions, at the 68% CL, include contributions from the uncertainty of the strong coupling con-
stant as [42, 43], the choice of heavy-quark masses (charm and bottom quarks) [44], as well as
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Electroweak physics:  
Precision measurements of SM parameters
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Precision SM measurements

• Is the Standard Model self-consistent? 

• Measure many observables closely related to SM 
parameters, then check if SM can fit all the data 

• Electroweak sector traditionally the domain of e+e- 
colliders: LEP@CERN, SLC@SLAC 

• Hadron colliders unique for top, Higgs inputs (see 
upcoming lectures) 

• But LHC also produces enormous numbers of 
W,Z bosons => in some cases, can also do 
precision EWK measurements

[Ref]
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Figure 2: Comparing fit results with direct measurements: pull values for the complete fit (left), and results
for MH from the standard fit excluding the respective measurements from the fit (right).
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Figure 3: Determination of MH excluding all the sensitive observables from the standard fit except the one
given. Note that the results shown are not independent. The information in this figure is complementary
to that of the right hand plot of Fig. 2.
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Disagreement (# of standard 
deviations) from the SM

https://arxiv.org/pdf/1107.0975.pdf


Precision SM measurements: W mass
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• Experimental aspects 

• Precision of lepton momentum/energy measurement 

• Control of missing ET reconstruction  

• Theory/model aspects 

• Uncertainties due to PDFs 

• Uncertainties due to “underlying event” activity 
produced together with the W 

• Use comparisons to well-reconstructed Z samples to 
control (some of) these

Very challenging measurement

53Couse on Physics at the LHC

• Basic approach: Generate many Monte Carlo “templates” simulated with different 
W-mass values 

• Fit to the data, to determine the best-fit mass 

• Requires extremely precise control of systematics
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Precision tests of the Standard Model at LHC Gabriella Pásztor
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Figure 3: (left) Summary of the measurements of the top quark pole mass by ATLAS, compared to direct
measurements [7]. (right) Summary of CMS top quark mass measurements. Tevatron and world combina-
tion (2014) results are also shown [8].
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Figure 4: (left) Kinematic distribution of the lepton pT in simulated events for the W boson mass fitted value
mW = 80370 MeV and for the values shifted by ±50 MeV. (middle) Overview of the W mass determinations
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the muon and electron decay channels and for W
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indicated. (right) The measured W mass is compared to the SM prediction from the global electroweak fit by
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From Ref. [9].
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Precision SM measurements: W mass

[Ref]
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Figure 25: The (a,b) p`T, (c,d) mT, and (e,f) pmiss
T distributions for (a,c,e) W+ events and (b,d,f) W� events in the muon

decay channel. The data are compared to the simulation including signal and background contributions. Detector
calibration and physics-modelling corrections are applied to the simulated events. For all simulated distributions,
mW is set according to the overall measurement result. The lower panels show the data-to-prediction ratios, the error
bars show the statistical uncertainty, and the band shows the systematic uncertainty of the prediction. The �2 values
displayed in each figure account for all sources of uncertainty and include the e↵ects of bin-to-bin correlations
induced by the systematic uncertainties.
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EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Eur. Phys. J. C 78 (2018) 110
DOI: 10.1140/epjc/s10052-017-5475-4

CERN-EP-2016-305
9th November 2018

Measurement of the W-boson mass in pp collisions

at
p

s = 7 TeV with the ATLAS detector

The ATLAS Collaboration

A measurement of the mass of the W boson is presented based on proton–proton collision
data recorded in 2011 at a centre-of-mass energy of 7 TeV with the ATLAS detector at the
LHC, and corresponding to 4.6 fb�1 of integrated luminosity. The selected data sample
consists of 7.8 ⇥ 106 candidates in the W ! µ⌫ channel and 5.9 ⇥ 106 candidates in the
W ! e⌫ channel. The W-boson mass is obtained from template fits to the reconstructed
distributions of the charged lepton transverse momentum and of the W boson transverse
mass in the electron and muon decay channels, yielding

mW = 80370 ± 7 (stat.) ± 11 (exp. syst.) ± 14 (mod. syst.) MeV
= 80370 ± 19 MeV,

where the first uncertainty is statistical, the second corresponds to the experimental system-
atic uncertainty, and the third to the physics-modelling systematic uncertainty. A meas-
urement of the mass di↵erence between the W+ and W� bosons yields mW+ � mW� =

�29 ± 28 MeV.

c� 2018 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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• Consistent with, and approaching precision of, best previous measurements

• Ultimate LHC goal: uncertainties <10 MeV

• First LHC measurement at 7 TeV, 
using lepton pT and MT distributions 

• Split in many bins of charge, η

https://inspirehep.net/literature/1510564


• Weak mixing angle sin2θeff  

• Enters in  ff→Z→l+l- production 
via vector-axial interference 

• The two most precise 
measurements at e+e- colliders 
are marginally consistent 

• Can be measured from “forward-
backward” asymmetry of leptons

Precision SM measurements: weak mixing angle

[Ref]
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A comparison of the extracted sin2 q`eff with previous results from LEP, SLC, Tevatron, and LHC,
shown in Fig. 9, indicates consistency with the mean of the most precise LEP and SLD results,
as well as with the other measurements.
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Figure 9: Comparison of the measured sin2 q`eff in the muon and electron channels and their
combination, with previous LEP, SLD, Tevatron, and LHC measurements. The shaded band
corresponds to the combination of the LEP and SLD measurements.
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• Count number of positively 
charged leptons along the inferred 
quark vs. the anti-quark direction

“forward"

“backward”

0

m(ll)

https://arxiv.org/pdf/1806.00863.pdf


• Afb measured in many bins of invariant mass and 
rapidity  

• Fit for best value of sin2θeff

Precision SM measurements: weak mixing angle
7
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Figure 2: Dimuon (left) and dielectron (right) mass distributions in three representative bins in
rapidity: |y``| < 0.4 (upper), 0.8 < |y``| < 1.2 (middle), and 1.6 < |y``| < 2.0 (lower).
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variations for each eigenvector. As expected for Gaussian distributions, we obtain the same
central values and the total uncertainties that are extracted from Bayesian reweighting of the
corresponding set of replicas.

Table 4: The central value and the PDF uncertainty in the measured sin2 q`eff in the muon and
electron channels, and their combination, obtained without and with constraining PDFs using
Bayesian c2 reweighting.

Channel Not constraining PDFs Constraining PDFs
Muons 0.23125 ± 0.00054 0.23125 ± 0.00032
Electrons 0.23054 ± 0.00064 0.23056 ± 0.00045

Combined 0.23102 ± 0.00057 0.23101 ± 0.00030

Finally, as a cross-check, we also repeat the measurement using different mass windows for
extracting sin2 q`eff, and for constraining the PDFs. Specifically, we first use the central five bins,
corresponding to the dimuon mass range of 84 < mµµ < 95 GeV, to extract sin2 q`eff. Then, we
use predictions based on the extracted sin2 q`eff in the lower three (60 < mµµ < 84 GeV) and
the higher four (95 < mµµ < 120 GeV) dimuon mass bins, to constrain the PDFs. We find
that the statistical uncertainty increases by only about 10%, and the PDF uncertainty increases
by only about 6% relative to the uncertainties obtained when using the full mass range to
extract the sin2 q`eff and simultaneously constrain the PDFs. The test thereby confirms that the
PDF uncertainties are constrained mainly by the high- and low-mass bins, and that we obtain
consistent results with these two approaches.

l
effθ2sin

0.229 0.23 0.231 0.232
NNPDF3.0 (100)
CT14

MMHT2014

NNPDF3.0 (1000)
CT10

 (8 TeV)-1Nominal PDF                                             18.8 fbCMS

l
effθ2sin

0.229 0.23 0.231 0.232
NNPDF3.0 (100)
CT14

MMHT2014

NNPDF3.0 (1000)
CT10

 (8 TeV)-1Weighted PDF                                            18.8 fbCMS

Figure 8: Extracted values of sin2 q`eff from the dimuon data for different sets of PDFs with the
nominal (left) and c2-reweighted (right) replicas. The horizontal error bars include contribu-
tions from statistical, experimental, and PDF uncertainties.

10 Summary
The effective leptonic mixing angle, sin2 q`eff, has been extracted from measurements of the mass
and rapidity dependence of the forward-backward asymmetries AFB in Drell–Yan µµ and ee
production. As a baseline model, we use the POWHEG event generator for the inclusive pp !
Z/g ! `` process at leading electroweak order, where the weak mixing angle is interpreted
through the improved Born approximation as the effective angle incorporating higher-order
corrections. With more data and new analysis techniques, including precise lepton-momentum
calibration, angular event weighting, and additional constraints on PDFs, the statistical and
systematic uncertainties are significantly reduced relative to previous CMS measurements. The
combined result from the dielectron and dimuon channels is:

sin2 q`eff = 0.23101 ± 0.00036 (stat) ± 0.00018 (syst) ± 0.00016 (theo) ± 0.00031 (PDF), (16)

or summing the uncertainties in quadrature,

sin2 q`eff = 0.23101 ± 0.00053. (17)

• LHC measurements not yet the most precise, 
but becoming competitive

16



• In green: the direct 
measurements of sin2θeff and 
MW 

• In blue: SM fit prediction, 
without sin2θeff or MW (or ΓZ) 
measurements 

• Will green/blue eventually 
overlap, or diverge 
(=breakdown of SM)? 

• TBD with more data/higher 
precision measurements 

PoS(FFK2019)005
Precision tests of the Standard Model at LHC Gabriella Pásztor
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Figure 1: (top) Dc2 as a function of (left) the effective weak mixing angle and (right) the W boson mass
in the global SM fit by the Gfitter group (blue band). The result of the fit without the Higgs boson mass
measurement is also shown (grey band). All precision observables sensitive to sin2 qeff on the left and direct
measurements of mW on the right are excluded from the fit. The direct measurement results are indicated
by dots with 1s error bars. (bottom) Contours of 68% and 95% confidence level obtained from scans of fits
with fixed variable pairs of (left) mW vs. sin2 qeff and (right) mW vs. mt . The narrower blue and larger grey
allowed regions are the results of the fit including and excluding the mH measurement, respectively. The
horizontal bands indicate the 1s regions of the direct measurements. From Ref. [5].

simulation predictions, the measured value is interpreted as the pole mass. Indirect measurements
on the other hand determine either the pole mass or the running mass in the minimal subtraction
(MS) scheme from the cross-section or from differential distributions. As illustrated in Fig. 3,
the various measurements from ATLAS [7] and CMS [8] agree well with each other within the
experimental uncertainty of about 0.3% and indicate a somewhat smaller value than that of the
Tevatron combination, moving the world average to 172.9±0.4 GeV [2].

3. W boson mass

The first LHC measurement of the W boson mass was published by ATLAS based on itsp
s = 7 TeV data of W ! en and W ! µn decays [9]. The W mass is derived from a template fit to

the lepton transverse momentum (pT) distribution (shown in Fig. 4 (left)) or to the transverse mass
(mT) calculated from the lepton four-momenta and the missing transverse momentum. While the
first is sensitive to the theoretical modelling of the W boson transverse momentum distribution, the
latter depends on the hadronic recoil momentum calibration. Templates are taken from a POWHEG

2

Global SM fits: impact of precision measurements

[Ref]
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https://inspirehep.net/files/8bd7c3b4a76cea240d0b8c2e1584710a


Electroweak physics:  
cross sections and gauge boson couplings

18



Rates of Standard Model processes and 
electroweak couplings

• Another way to test the 
Standard Model:  

• Do W/Z/γ’s interact with 
each other as predicted by 
the Standard Model? 

• In other words - does 
LHC measure cross 
sections involving gauge 
boson interactions at the 
rates expected from the 
SM? 

• Especially interesting to look in 
the high-energy tails of 
distributions

19

• Legacy of the LEP e+e- collider: existence of 
charged triple gauge (WWZ/WWγ) couplings 
established 

• LHC: increase in energy from ~0.2 TeV to 
~13/14 TeV!



• Reminder: The SM precisely predicts 
the strength of EWK gauge boson 
interactions 

• True triple and quartic couplings 
involving W-pairs are predicted to 
occur 

• True neutral triple and quartic 
couplings (with all Z’s or all γ’s) are 
forbidden 

• Processes can occur through 
higher-order (loop/box) diagrams at 
very low rates

Gauge boson self-interactions

[Ref]
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https://universe-review.ca
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• Usually more than 1 way to 
probe each coupling 

• Different experimental 
systematics, backgrounds,  
etc. 

• Study all of them to get 
a complete picture

Triple gauge couplings: different views

Z→WW 

(diboson production)

W→WZ 

(diboson production)

WW→Z 

(vector-boson fusion)

Processes sensitive to WWγ couplings

•Reminder: The SM precisely predicts 
the strength of EWK gauge boson 
interactions 

•True triple and quartic couplings 
involving W-pairs are predicted to 
occur 

•True neutral triple and quartic 
couplings (with all Z’s or all γ’s) are 
forbidden 

•Processes can occur through 
higher-order (loop/box) diagrams at 
very low rates

Gauge boson self-interactions

[Ref]
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• Reminder: The SM precisely predicts 
the strength of EWK gauge boson 
interactions 

• True triple and quartic couplings 
involving W-pairs are predicted to 
occur 

• True neutral triple and quartic 
couplings (with all Z’s or all γ’s) are 
forbidden 

• Processes can occur through 
higher-order (loop/box) diagrams at 
very low rates

Gauge boson self-interactions

[Ref]
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• Differences (or not) from the 
SM can be quantified with 
“anomalous gauge couplings” 

• Mostly model-independent/
agnostic about details of 
new physics  

• Modern interpretation 

• Assume new physics 
occurs at energies too high 
to directly produce new 
particles at the LHC

“Anomalous” gauge couplings

SM  
prediction

“Anomalous  
coupling” 

measurement

BSM physics

Experimental Emax

C
ro

ss
 s

ec
tio

n

• Anomalous couplings are “fingerprints” at lower energies from off-shell or 
loop-level effects

Energy

22



Anomalous couplings and indirect searches

• Classic analogy: beta 
decay of neutrons 

• Discovered in 1899 

• Apparent “Anomalous 
quartic coupling” of 
npeν in original Fermi 
theory

• Higher energies (better microscope) were needed to allow direct observation of the 
mediator particle  

• W-boson finally detected in 1983 

• Indirect searches/anomalous couplings sometimes point to new physics long 
before direct detection

23



• Compare bulk of distribution to SM prediction+backgrounds 

• Quantify any deviations in the high energy tails

Triple gauge couplings: anatomy of a LHC analysis

24

comparison, the right plot shows the predicted shapes with the values of aTGC parameters corresponding
to the upper bounds of the observed 95% confidence interval.
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Figure 11: The leading lepton transverse momentum, plead
T , for eµ final states is compared for data and MC-

generated events using di↵erent arbitrary values for aTGC parameters (left). The detector-level distributions are
shown using values of aTGC parameters corresponding to the upper bounds of the observed 95% confidence inter-
val (right). The aTGC parameters are defined in the no constraints scenario, and the form-factor scale is set to be
infinity. The next-to-leading-order EWK correction scale factors from Table 10 have been applied here. Except for
the anomalous coupling parameter under study, all others are set to zero.

To derive the confidence interval for some specific anomalous coupling parameters in any of the described
scenarios, the other parameters are set to their SM values. Table 11 gives the expected and observed 95%
confidence interval for each of the anomalous coupling parameters defined in the no constraints, LEP,
HISZ and Equal Couplings scenarios. The limits are obtained with both ⇤ = 1 and ⇤ = 7 TeV. A
form-factor scale of 7 TeV is chosen as the largest value allowed by the unitarity requirement [86] for
most aTGC parameters. The confidence intervals for the e↵ective field theory approach are given in
Table 12. Figure 12 shows the expected and observed limits at 95% confidence level (C.L.), in red and
black respectively, and the theoretical constraint due to the unitarity requirement (shown as blue dashed
lines) as a function of form-factor scales from ⇤ = 2 TeV to ⇤ = 10 TeV. The largest value of form-factor
scales that can preserve unitarity is ⇠7–9 TeV for most aTGC parameters, while it is only about 3 TeV for
�gZ

1 . All observed limits are more stringent than the expected limits because the data distribution falls
more steeply than expected and a deficit of events is observed for the highest plead

T bins.

The limits in the plane of two coupling parameters are shown for the no constraints and LEP scenarios
in Figure 13 and Figure 14, respectively. Further limits obtained for the Equal Couplings and HISZ
scenarios are shown in Figure 15. Finally, the 95% confidence-level contours for linear combinations of
aTGC parameters defined in the e↵ective field theory approach are shown in Figure 16.

Due to the increased integrated luminosity and the higher centre-of-mass energy, the new limits are more
stringent by up to 50% than those previously published by the ATLAS Collaboration using data taken
at
p

s = 7 TeV [12]. The constraints derived in the LEP scenario are similar to the combined results of
the LEP experiments and in a few cases the derived limits exceed the bounds placed by LEP. The 95%
confidence-level limits on �gZ

1 obtained in this analysis range from �0.016 to 0.027 whilst the limits
from LEP cover values from �0.021 to 0.054. The 95% confidence intervals on CWWW/⇤2 and CB/⇤2

derived in this analysis are similar, or up to 20-30% more restrictive than those obtained by the CMS
Collaboration in Ref. [14], which derives limits for the e↵ective field theory approach only and uses the

37

[Ref]

SM+background 
prediction

Data

Hypothetical signals 
with BSM anomalous  

couplings

• Measure cross section 
or # of events,  

• Ideally in several 
bins (of pT, mass, 
energy… depending 
on the final state) 

Background

https://arxiv.org/pdf/1603.01702.pdf


• Measure cross sections for events with 2 
leptons + missing ET 

• High statistics  

• Fairly low backgrounds from top quark 
production, QCD fakes - estimated from 
data control samples and simulation 

• (Even the Higgs could be considered 
a background here!)

Triple gauge couplings with WW production

25

• Overall, cross sections as a function of pT agree with the Standard Model 
(Run 1 data shown) 

• Reminder: WWγ and WWZ couplings are allowed in the SM, and are 
included the cross section prediction



• Anomalous couplings? 

• Plot mll and zoom on the high-
mass tails 

• No sign of excess, data agrees 
with the SM 

• Convert into upper limits on 
anomalous coupling parameters 

• One-by-one, or for several 
couplings in a 2-d space

Triple gauge couplings with WW production (II)

26



• Golden signature: 4 leptons, with 2 
pairs compatible with a Z(*) (either e+e-, 
μ+μ-) 

• Very little background, especially at 
high mass 

• Cross sections compatible with SM at 
lower mZZ  

• No sign of BSM couplings at large mZZ 

• Reminder: no direct ZZZ or γZZ 
couplings in the SM, prediction comes 
from q-qbar interactions

27

ZZ and triple gauge couplings production



Summary of TGCs

28

• LHC has studied many 
more processes 
sensitive to TGCs 

• Charged TGCs are 
consistent with SM 
predictions 

• Neutral TGCs are 
consistent with 0 
(=SM prediction) - 
not shown

Charged aTGCs (measured - SM)

• LHC limits on new physics in TGCs now the world’s best 



From TGCs to QGCs

29

• Triple Gauge Couplings seem to agree 
with the SM, within the current 
experimental precision 

• WWZ and WWγ measured at expected 
rates 

• No sign of unexpected all-neutral 
couplings 

• What about the Quartic Gauge 
Couplings? 

• Much smaller cross sections 

• Much less explored before the LHC



Quartic gauge interactions: triple-boson production
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CMS experiment at the LHC, CERN 
Data recorded: 2016-Jul-23 08:13:27.898048 GMT 

Run 277168, Event No. 3219714497 LS 1799WWZ → 4 lepton event

Muon (µ+) 1 
W boson 1

Muon (µ+) 3 
Z boson

Muon (µ–) 2 
Z boson

Electron 
W boson 2

pT
miss

pT
miss

Muon (µ+) 1 
W boson 1

Muon (µ+) 3 
Z boson

Electron 
W boson 2

Muon (µ–) 2 
Z boson

mµµ = 93 GeV

mT2 = 64 GeV

P
T = 106 G

eV PT =
 4

6 
G

eV

PT =
 28 GeV

PT = 71 GeV

p
T m

iss = 45 G
eV

meµ = 128 GeV

Candidate for WWZ production 

4 leptons + missing ET 
Z→μμ 
W→μν 
W→eν

• One way to probe quartic 
couplings: look for events with 
3 final-state gauge bosons 

• With leptonic W or Z 
decays: 4, 5, or 6 leptons 

• Very low cross sections - a few 
events expected with all the 
currently available LHC data

Physics of VVV production (V = W, Z)

4

Chang
UCSD

Triboson process has access to studying many multi-boson interactions

V

V

V

q

q

V

V

V

q

q

V

V

V

q

q

cubic gauge 
interaction

quartic gauge 
interaction

Higgs-gauge 
interaction

VH→VVV* is part of our 
signal. Their contribution is 
subdominant. (1/3 of signal 

in our signal regions)



• Small excesses over 
background in several 
channels - compatible 
with SM signal!
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Quartic gauge interactions: triple-boson production
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Chang
UCSD

9 bins 3 bins 7 bins 1 1

More sensitive bins are generally to the right

Measured cross section
Theoretical cross sectionSignal strength µ = 

[Ref]

• Backgrounds from top quark production, diboson 
production + fake/non-prompt leptons 

• Hunt for signal in tails of transverse mass 
(leptons+missing ET), or using multi-variate analyses

4-leptons

https://inspirehep.net/literature/1802096


Quartic gauge interactions: vector-boson scattering

32

μ (from W)

μ (from W)

quark jet
quark jet

• Scattering of 2 vector 
bosons to produce 2 
vector bosons 

• VV→VV 

• Spectacular signatures:  

• Typically 2 high energy forward-backward quark jets, in addition to 2 
vector bosons



Quartic gauge interactions: WW→WW scattering

• Intimately connected to Higgs sector and new 
physics 

• SM cross section would grow and become unitarity 
violating/unphysical at ~TeV scales, unless: 

• There is a Higgs boson OR other new physics 

• Signal appears as excess of events with large m(jj) and 
mT 

• Fit for sum of signal and backgrounds 

• Now observed with >5σ significance at the LHC 

• Next frontier with more data - probe W 
polarization for greater sensitivity
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• What about other vector-boson scattering processes?

34

Quartic gauge interactions: other VBS processes

WZ→WZ
WW→Zγ

aQGCs
I Extensions of the SM induce coupling modifications that can

be parameterized in terms of an EFT approach
I In these analyses, limits on aQGCs are set via EFT approach.

Dimension-8 operators that can modify the VVjj production
through aQGCs are considered

I Simplified versions analyses are pursued
I Variables sensitive to diboson system (mass/transverse mass)
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aQGCs
I Extensions of the SM induce coupling modifications that can

be parameterized in terms of an EFT approach
I In these analyses, limits on aQGCs are set via EFT approach.

Dimension-8 operators that can modify the VVjj production
through aQGCs are considered
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Wγ→WγWW→ZZ

• No anomalous 
excesses  

• Several processes 
observed for the 
first time



• What about processes with *initial-state* photons radiated off of protons?  

• Special case: usually no forward jets, infer γγ production by *lack* of other activity 
besides 2 W-bosons 

• γγ→WW studied by CMS and ATLAS, results consistent with the SM

More quartic gauge interactions:  
γγ→WW scattering

35



• What about processes with *only* photons: 
γγ→γγ? 

• Very difficult in normal p-p collisions, so new 
techniques/detectors developed 

• Heavy-ion collisions 

• Look for back-to-back photons with no other 
activity 

• SM-like cross section measured, no new 
physics seen up to ~100 GeV 

• p-p collisions with new forward proton detectors 

• No excesses observed from ~300 GeV to ~2 
TeV -> limits on anomalous γγγγ couplings

Even more quartic gauge interactions:  
“Light-by-light” scattering

36



Putting it all together:  
cross sections and anomalous couplings
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Production rates via gauge boson interactions

• Back to the original 
question: 

• Does LHC measure 
cross sections involving 
gauge boson 
interactions at the rates 
expected from the SM? 

• So far, yes… 

• Over almost 6 orders of 
magnitude in cross 
section!
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Rates of VBS/tri-boson processes

• What about the very rare 
processes? 

• Zoom in on tri-boson production and 
vector boson scattering  

• Plot ratio of measurement/SM 
prediction 

• Large uncertainties, but so far so 
good
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• LHC exploring all the 
possible EWK 3-
boson couplings  

• Many upper limits 
placed on anomalous 
triple-gauge couplings 

• So far no deviations 
from the SM!

Anomalous gauge couplings scorecard (I)
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• LHC exploring all the 
possible EWK 4-boson 
couplings  

• Many upper limits placed on 
anomalous quartic-gauge 
couplings 

• Several for the first time 

• So far no deviations 
from the SM!

Anomalous gauge couplings scorecard (II)
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• LHC precision measurements of some SM 
parameters start to be competitive with the 
best from e+e- colliders 

• Important impact on global fits and 
combinations with Higgs, top data 

• Pattern of gauge boson interactions/
couplings so far agrees with the Standard 
Model 

• Including several very rare processes 
observed for the first time at the LHC 

• In most cases, sensitivity is to ~TeV 
scale new physics with large couplings

Electroweak physics - where to go from here?
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You are here

• ~20x more data expected by the end of 
the HL-LHC program - probe smaller 
deviations from the SM 

• Program of detector upgrades will enable 
new measurements/analysis techniques



W/Z as tools for QCD 
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W/Z as tools for QCD: PDFs 

• Apart from “purely” electroweak physics, W/
Z can also be used to probe structure of the 
proton 

• Major uncertainty in many LHC 
measurements and searches: Parton 
Distribution Functions 

• Describe fraction of proton momentum 
carried by the partons (quarks or gluons)
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Figure 2: The e↵ect of the DGLAP evolution in the PDF4LHC15 NNLO Hessian set (with 100 eigenvectors). We
compare the PDFs at a low scale of Q2 = 10 GeV2 (left) with the same PDFs evolved up to a typical LHC scale of
Q2 = 104 GeV2 (right plot). In this plot, the PDFs include the corresponding one–sigma uncertainty band.

• The Fixed–Flavour Number Scheme (FFNS), where the heavy quark is always treated as a massive
particle and never as a massless parton irrespective of the value of the scale Q. In this scheme,
the heavy quark PDF does not exist and the number of active flavours is always kept fixed. This
scheme takes into account heavy quark mass e↵ects in the coe�cient functions, but does not resum
logarithmically enhanced terms of the form ln Q/m that become numerically relevant at high scales.
This is also known as the massive scheme.

• The General–Mass Variable Flavour Number scheme (GM–VFNS) combines the advantage of the
massive and massless calculations by means of an interpolated scheme which is valid for any value
of the scale Q, and that matches the FFN and ZM–VFN schemes at small and large values of Q,
respectively.

Here we review the basic steps that enter into the construction of the GM–VFNS calculation of heavy
quark DIS structure functions, using the FONLL derivation from Ref. [149] for illustration purposes. Note
however that from the phenomenological point of view the resulting construction turns out to be rather
similar to that of related GM–VFN schemes such as ACOT [119], S–ACOT [150] and TR [120, 151].
Moreover, residual di↵erences can be traced back to the treatment of subleading corrections, as explicitly
demonstrated in the Les Houches benchmark studies of heavy quark structure functions [152, 153].

We start by the expression of a generic DIS structure function F(x,Q2), in a kinematic regime where
one has nl light flavours and a single heavy flavour of mass m. In the massless scheme, accurate when
W � 4m2, the expression of F in terms of PDFs and coe�cient functions is the following

F(nl+1)(x,Q2) = x
Z 1

x

dy
y

X

i=q,q̄,h,h̄,g

C(nl+1)
i

 
x
y
,↵(nl+1)

s (Q2)
!

f (nl+1)
i (y,Q2), (24)
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[Ref]

• Jet production more sensitive to gluon 
PDFs, Z and W depend on quark PDFs
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Figure 73: Comparison of PDF luminosities in the large invariant mass MX region between MMHT14, ABMP16, CT14
and NNPDF3.1. From left to right and from top to bottom we show the results of the gluon–gluon, gluon–quark,
quark–anti–quark and quark–quark luminosities, normalized to the central value of MMHT14. In this comparison,
NNLO PDFs with ↵s(mZ) = 0.118 sets are used.

exclusion limits based on available null results, and would become even more important in the case of a
discovery. In particular, PDFs represent the dominant theoretical uncertainty for the production of new
heavy particles in the TeV region, as such processes are sensitive to the large–x behaviour of quarks and
gluons. As discussed in Sect. 6, PDF uncertainties are large in this region due to the limited experimental
constraints.

In order to quantify the size of the PDF uncertainties in the large invariant mass region, as well as the
relative agreement between the PDF groups, it is useful to compare the PDF luminosities for MX � 1 TeV.
We will restrict ourselves to ABMP16, CT14, MMHT14 and NNPDF3.1, in all cases using ↵s(mZ) = 0.118.
Results are shown in Fig. 73 for

p
s = 13 TeV normalized to the central value of the MMHT14 calculation.

From the comparison in Fig. 73, we find that PDF uncertainties are small, at the few–percent level, up
to MX ' 5 TeV for the quark–quark luminosities. This is due to the fact that Lqq is dominated by the
rather accurately known up and down quark valence PDFs, which are constrained by measurements of e.g.
fixed–target DIS structure functions.

For the gluon–gluon luminosity, Lgg, we find a rather large spread in the predictions between the dif-
ferent groups, with MMHT14 (ABMP16) leading to the largest (smallest) central values. For instance, at
MX ⇠ 5 TeV, which is close to the upper limit of the kinematic coverage of the LHC, the envelope of the
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are compared in Figs. 12 and 13 with the calculated
NNLO predictions using the JR09, ABKM09, HERA-
PDF1.5 and MSTW08 NNLO PDF sets. The uncertain-
ties of the bin-wise predictions are a convolution of the
PDF uncertainties, considered by the authors of the vari-
ous PDF sets 2 to correspond to 68% C.L., and a residual
numerical uncertainty of below 0.5%. One observes that
the measured yZ and ⌘` dependencies are broadly de-
scribed by the predictions of the PDF sets considered.
Some deviations, however, are visible, for example the
lower Z cross section at central rapidities in the case of
the JR09 PDF set, or the tendency of the ABKM09 pre-
diction to overshoot the Z and the W cross sections at
larger yZ and ⌘`, respectively. It thus can be expected
that the di↵erential cross sections presented here will re-
duce the uncertainties of PDF determinations and also
influence the central values.
The combined electron and muon data allow for an

update of the measurement of the W charge asymmetry

A`(⌘`) =
d�W+/d⌘` � d�W�/d⌘`
d�W+/d⌘` + d�W�/d⌘`

, (5)

which was previously published [26] by ATLAS based
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FIG. 12. Di↵erential d�/d|yZ | cross section measurement for
Z ! `` compared to NNLO theory predictions using vari-
ous PDF sets. The kinematic requirements are 66 < m`` <
116 GeV and pT,` > 20 GeV. The ratio of theoretical predic-
tions to data is also shown. Theoretical points are displaced
for clarity within each bin.

2
The HERAPDF analysis considers explicitly uncertainties due to

parameterisation and fit parameter choices. This leads to some-

what enlarged and asymmetric errors as compared to the genuine

experimental uncertainties, which in the HERAPDF analysis cor-

respond to a change of �2
by one unit.

on initial muon measurements alone. The asymmetry
values, obtained in the W fiducial region of this analy-
sis, and their uncertainties are listed in Tab. XXVI. The
measurement accuracy ranges between 4 and 8%. The
previous and the new measurements are consistent. Since
the present measurement is more precise and relies on the
same data taking period, it supersedes the previous re-
sult.

Figure 14 shows the measured W charge asymmetry
together with the NNLO predictions obtained from the
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FIG. 13. Di↵erential d�/d|⌘`+ | (top) and d�/d|⌘`� | (bot-
tom) cross section measurements for W ! `⌫ compared to
the NNLO theory predictions using various PDF sets. The
kinematic requirements are pT,` > 20 GeV, pT,⌫ > 25 GeV
and mT > 40 GeV. The ratio of theoretical predictions to
data is also shown. Theoretical points are displaced for clar-
ity within each bin.
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tom) cross section measurements for W ! `⌫ compared to
the NNLO theory predictions using various PDF sets. The
kinematic requirements are pT,` > 20 GeV, pT,⌫ > 25 GeV
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data is also shown. Theoretical points are displaced for clar-
ity within each bin.

• Measure differential cross sections 

• In invariant mass+rapidity for Z (or 
non-resonant Drell-Yan) 

• Separately for W+ and W-  

• Different sensitivity to up and 
down quark PDFs 

• Differences between different 
PDF predictions  

• => Use data as input to 
improve PDF fits 



W/Z as tools for QCD: Double-parton scattering

• Usually only 1 “hard” quark or gluon 
interaction in a single proton-proton 
collision 

• In rare cases can have 2 or 
more => “Double parton 
scattering” 

• Can produce spectacular/“weird” 
signatures 

• Potential background to new 
physics searches, and 
electroweak measurements
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W/Z as tools for QCD: Double-parton scattering

• Similar W/Z reconstruction as 
electroweak measurements 

• Look for pairs of particles from 
the same vertex, with non-
correlated kinematics 

• Unbalanced pT, phi, etc. 

• Several DPS processes seen for the 
first time at LHC (W+W+, W+jets, 
Z+jets…), for others still looking 
(ZZ…)
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Figure 2: Distributions of the discriminating variables (a) �pT,12, (b) ��13, (c) �y13, and (d) �1234. The definition of
variables is given in Eq. (2). Also plotted are the MC expectations for SPS and DPS, where the latter is normalised to
the number of observed data events in order to make it clearly visible.
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• Attempts to break it are ongoing from 
all directions 

• Combination of precision measurements 
of SM parameters 

• Searches for excesses in high-energy 
tails of distributions/anomalous couplings 

• Close connections to Higgs, top, flavor-
physics studies (see upcoming lectures)

Summary 
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• The electroweak sector of the Standard Model has been so far 
remarkably (ridiculously) successful, even at LHC energies



Extra
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