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How to bring intelligence to an 
electronics board!
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Content:

• Part 1: Introduction
– Motivation for the use of SoC
– Architecture and ecosystem of SoC

• Part 2: SoC workshop
– SoC interest group
– Highlights from the SoC workshop
– Summary

• Conclusion and Lookout

With a lot of material from the SoC Workshop …

Big thanks to all presenters!
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Part 1: Introduction
System-on-Chip – Why? What? How?



Control of Electronics Modules (1)
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Many electronics modules for trigger and readout in particle physics experiments 
have a similar structure:
- Many high-speed links for data input and output, usually o(100) links of o(10) GBits/s

- Several high-end FPGAs for processing, usually a few (o(1)):
⇒workload FPGAs: implement massively parallel, low-latency algorithms for trigger and readout

- Something for control …

Data input

Data output

Control Network

Data Processing FPGAs

Control Processor

Example: ATLAS L1CT 
MUCTPI



Control of Electronics Modules (2)
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What is control:
• Control (in a strict sense):

Sending of commands, e.g. start, stop, pause, reset, etc.
Receiving of interrupts

• Configuration:
Load configuration data, e.g. settings, look-up table contents, bit-stream files etc.

• Monitoring:
Read monitoring data, e.g. temperatures, voltages, optical power, counter values, event monitoring etc.

Generally two types of control:
• Hardware control (or slow control):

Clock, power, and optical modules, and configuration of FPGAs, etc.
Often using industry standards like I2C, SPI, JTAG etc.

• Run control (or operational control):
Workload FPGAs: read/write status/control registers and memories/LUTs, read counter registers, data of 
selected physics events, etc.



Control of Electronics Modules (3)
In the past, very popular - VME:

• Hardware control: CANbus

• Run control:
Single-Board Computer (SBC) or VME bridge
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VME

Detector Control

FPGA
2

SBC

FPGA
VMEIF

FPGA
1

VME

Internal
Bus

Run Control

…
Legacy VME Crate

CANbus

GbEthernet

Today, many new projects use ATCA:

• Control is oriented towards GbEthernet:

• Hardware control:
Blade → IPMC* → Shelf Manager → SCADA**

• Run control:
Via base interface to hub module,
or directly from ATCA blade to control network…

 Need a new control strategy!

ATCA Backplane

ATCA Hardware Platform Management

*    IPMC   = Intelligent Platform Management Controller
** SCADA = Supervisory Control And Data Acquisition



System-on-Chip
Programmable logic + processor system, “FPGA and CPU”

• Programmable logic (PL) = like FPGA:
– Has logic cells, memory blocks, and I/O links (e.g. MGTs)
– Can implement data processing or interface to other

workload FPGAs, e.g. using Xilinx AXI Chip2Chip protocol

• Processor system (PS) = like CPU:
- Currently all are multi-core ARM processors
- Has peripherals, e.g. GbEthernet, I2C, SPI, GPIO, etc.
- Runs software: “bare-metal” application or

operating system, e.g. Linux

→ Very popular SoC: Xilinx Zynq
Zynq UltraScale+ MPSoC [“ZynqMP”]: ARMv8 Cortex-A53 (64-bit, 2-4 cores)

Zynq 7000 SoC [“Zynq”]: ARMv7 Cortex-A9   (32-bit, 1-2 cores)

… both with different extents of PL functionality
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Processor 
System (PS)

Programmable
Logic (PL)

GPIO
I2C
SPI

GbE

DDR USB SD

Multi-core 
ARMv8
Cortex-A53

FPGA

This definition of “SoC” is more 
restrictive than in Wikipedia

The Intel Stratix 10 SoC or Arria 10 
SoC could also be alternatives …



System-on-Chip: Firmware
For the SoC/PL: need firmware

Use FPGA design tool, e.g. Xilinx Vivado,
Design your logic using FPGA resources:
- Multiple Gigabit Transceivers (MGT) and

LVDS links

- Use them for AXI chip 2 chip to other FPGAs

- Ethernet, e.g. 10Gb/s

- Memory blocks

- Logic blocks for trigger/readout algorithms

- Etc.

⇒ Produce bit stream file (for FPGA configuration)
+ hardware description file (.xsa file) for software development
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This part if very well known to 
FPGA designers



System-on-Chip: Software (1)
For the SoC/PS: need software

• Architecture: current SoC use ARM-based processor cores
- Tools required: toolchain = compiler + system libraries, several options:

- Cross-compilation, on x86_64 for ARM

- Native compilation, e.g. on an ARM Server or on the SoC itself

- Using emulation, e.g. qemu

• Boot sequence: use a chain of boot loader(s) 
- First-Stage Boot Loader (FSBL): initialise SoC/PS and peripherals
- Secondary program loader (SPL): for loading operating system or bare-metal application
- Some other files for power management and ARM secure boot
- Xilinx Software Development Kit (SDK) or PetaLinux provide all necessary files

• Operating system:
- Without operating system:

- Run bare-metal application
- Use Xilinx board support package and develop user application program with it

- With operating system:
- System-level software: boot loader (U-Boot) + operating system (kernel + rootfs)
- User-level software: application software, specific to module, and implementation in workload FPGAs
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This part if very well known to 
embedded system designers



System-on-Chip: Software (2)
For the SoC/PS: operating system
• Linux (very poplular):

– PetaLinux: Xilinx provided distribution, convenient to start with

– Yocto/OpenEmbedded: free tool to build your own Linux distribution, with Xilinx meta layer
Note: PetaLinux is based on Yocto

– Others …

• Real-time operating system if reaction time matters, e.g. FreeRTOS etc.

Aspects for choice of operating system:

• Network security:
In the experiment technical control networks at CERN, only CERN-IT certified systems are allowed.
All other systems have to be put behind an isolating host/switch.

• System integration:
Experiment-wide support for system administration requires common operating system.

 Use CentOS:
• Widely accepted
• Available for aarch64
• Some support from CERN-IT available
 Use cross installation (dnf), recipe available here
 Many systems use it successfully
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Operating Systems was largely 
discussed during 1st SoC Workshop

Situation before CentOS announced 
change in long-term support in DEC-2020

https://twiki.cern.ch/twiki/bin/view/SystemOnChip/CentOSForZynqMP
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Part 2: SoC Workshop
System-on-Chip Interest Group



SoC Interest Group
• Interest group “System-on-Chip for Electronics”:

– Founded at ACES Workshop in 2018

– Open for discussions on all aspects of SoC

– Currently 152 members

→ Mailing list: system-on-chip@cern.ch

→ mattermost channel: ad-hoc discussions

→ twiki page: documentation, tutorials, presentations

→ gitlab group: software

• Organising committee:
– M. Dobson (CMS), R. Kopeliansky (ATLAS), F. Meijers (CMS), D. A. Scannicchio (ATLAS),

M. Shukla (BE-CEM), R. Spiwoks (EP-ESE & ATLAS)

– Follow up on common issues and organize meetings

• Meetings:
– 1st SoC Workshop June 12-14, 2019: 3 days, 160 people registered (link)

– A number of SoC Interest Group Meetings: (link)
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mailto:system-on-chip@cern.ch
https://mattermost.web.cern.ch/systemonchip/channels/town-square
https://twiki.cern.ch/twiki/bin/view/SystemOnChip/
https://gitlab.cern.ch/soc
https://indico.cern.ch/event/799275/
https://indico.cern.ch/category/11883


2nd CERN SoC Workshop
2nd CERN SoC Workshop took place last week, June 7-11:

• Follow up from the 1st workshop which took place in June 2019.

• Main goal was to report on progress since the 1st workshop.

• Due to COVID the workshop was completely virtual (zoom&mattermost)

• It took place over five afternoons:

• 125 people registered, and 40-70 attended at each session, with peaks of 
90 on the first day.

• Indico page: all presentations, recordings, minutes (to come)
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https://indico.cern.ch/event/996093
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Part 2: SoC Workshop
Highlights

This is a selection of points – please find 
the full material on the indico page
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Part 2: SoC Workshop
Vendor Presentations

Note:
During 1st SoC Workshop some concern was raised about long-term maintainability of SoCs.
In order to overcome this problem, many projects are moving from SoC (directly on PCB)
to System-on-Modules (SoM), i.e. using a mezzanine card with a SoC on it. 



G. Donzel, Avnet/Silica: Xilinx

Xilinx System-on-Module = Kria Module

Powerful SoC at interesting price



G. Donzel, Avnet/Silica: Xilinx

Xilinx Next Generation: Adaptive Compute Accelerator Platform (ACAP) –
Versal families, 7nm

More compute power

Re-architectured hardware 
logic for 4x compute density

Intelligent engines for diverse computing: AI and DSP



S. K. Ramegowda, Intel: Altera

Intel (Altera): SOC Families - Stratix 10 and Agilex, 10nm

Similar architecture to Xilinx Zynq Ultrascale+ MPSoC



S. K. Ramegowda, Intel: Altera

Intel (Altera): Device Security

FPGA bitstream & boot image encryption and 
authentication/keys, etc.



G. Donzel, Avnet/Silica: Microchip

Microchip: PolarFire SoC with RISC-V Processor Core

Open-source 
Instruction-Set 
Architecture (ISA)

Low to mid-range 
FPGAs, available 
2022

Something to be looked out for in future



M. Rohrmueller, Trenz Electronic GmbH: Trenz

Trenz: Families of System-on-Module

Also with SoC from 
Intel or Microchip

Also carrier 
and other 
boards

Also user customisation on SoM



D. Ungureanu, Enclustra: Enclustra

Enclustra: Families of System-on-Module

Also with SoC from 
Intel and Microchip

Provide design services for user customisation

Also carrier boards 
and FPGA boards
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Part 2: SoC Workshop
Overview Presentations



R. Kopeliansky: ATLAS Overview

ATLAS: SoC Numbers

~1500 SoCs in phase 2



R. Kopeliansky: ATLAS Overview

ATLAS: SoC Strategy



F. Meijers: CMS Overview

CMS: Phase 1 (Run-2 & Run-3) - MicroTCA

MicroTCA is a spinoff from 
ATCA and AMC standards

Use of a central hub card 
with DAQ functionality



F. Meijers: CMS Overview

CMS: Run 4 (Phase 2) - ATCA 

DTH proto #2 uses a SoC

Shelf = Hub (DTH) + Leaf Back-end Boards

Use Case for On-board Controllers



M. R. Shukla: Overview of SoC-related Activities in the Accelerator and Technology Sector 

Accelerator&Technology Sector: Numerous SoC Projects (1)

Example: White Rabbit Switch

SoC for precision-
timing switching 
network

Example: Study of RFSoC for Beam Position Monitoring



Example: Hydra –
SoC Architecture for 
Radiation-Tolerant 
System Board

SoC = FPGA design,
contains soft RISC-V Cores

M. R. Shukla: Overview of SoC-related Activities in the Accelerator and Technology Sector 

Accelerator&Technology Sector: A Number of SoC Projects (2)

Common approach for 
software framework
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Part 2: SoC Workshop
Project Reports



T. Mkrtchyan: SoC-base Configuration and Monitoring of the ATLAS L1Calo TREX Module 

ATLAS: L1Calo TREX (phase 1) = 9U VME Rear-Transition Module

SoC on SoM= TE0820

OPC-UA = OPC Unified Architecture:
machine-to-machine communication 
protocol for industrial automation



E. Smith: The Zynq MPSoC in the gFEX Hardware Trigger of ATLAS

ATLAS L1Calo Global Feature Extractor (gFEX) (phase 1)

ZynqMP/PL provides 
triggering and readout

ZynqMP/PS 
provides
slow control 
using quasar 
framework

PYNQ = open-source framework 
using Python to read/write SoC/PL 



P. Moschovakos: SoC for Detector Control and their Applications

ATLAS Detector Control System (DCS) and SoC (1)

Demo (slides + recording) available in indico

quasar = framework 
for building OPC-UA 
servers

News: MilkyWay = pure Python library for quasar



P. Moschovakos: SoC for Detector Control and their Applications

ATLAS Detector Control System (DCS) and SoC (2)

EMP – EMCI Path EMCI = Embedded Monitoring Control Interface

EMP = Embedded Monitoring Processor

+ Extra: Running ARM Docker Containers on x86_64

EMP prototype: use TE0807 SoM (on TEBF0808 carrier)

Use lpGBT for communication with EMCI

+ Use CentOS Stream 8 as root file system

In collaboration with EP-ESE-FE



Z. Xu: SoC-based DAQ for the Pixel Readout Chip RD53a/b

Reconfigurable Cluster Element (RCE)

SLAC R&D project for generic SoC-Based DAQ/Trigger system

Successfully deployed for ATLAS Muon CSC Readout since 2014



A. Tanaka: SoC-based F/E Control System for Phase-2 ATLAS Thin-Gap Chambers (TGC) 

ATLAS TGC JTAG Assistance Hub (JATHub) Module

• Program FPGA of FE board using JTAG
• Re-program FPGA when un-recoverable SEU occurred

• Is a VME Module x 148, controlling 1434 FE boards
• Use Zynq7000 as main device
• Redundant boot system
• Re-programming of JATHub

• Additional functionality: LHC clock phase stability 
monitoring on FE board



J. Hobbs: The ATLAS Smart Rear-Transition Module of the Liquid Argon Calorimeter

ATLAS LAr Smart Rear-Transition Module (SRTM)

Zynq Ultrascale+ MPSoC

Side issue: 4x12-channel FireFly
@ 25 Gbps Pass-Through

SDK = Xilinx Software Development Kit



H. Boukabache, Y. Hast: Remote Management of SoC-based Radiation Monitors at CERN & ESS

CERN Radiation Monitoring Electronics (CROME)

Zynq 7020: PS&PL architecture

High reliability:

Use triplicated logic

Also used at the European Spallation Source (ESS), 
where it is integrated with their EPICS control system Demo available in indico

Almost 200 devices deployed at CERN



D. Gastler: Updates on SoC for the Apollo Platform

Apollo Platform

Typical architecture using Chip2Chip (C2C) YAML slave file

YAML-driven Tcl:
• creates AXI IP cores or PL AXI ports
• includes uHAL XML file and creates VHDL records and 

VHDL AXI ⇔ record decoder

UIOuHAL access /dev/uioN to read/write

Use device tree overlays to add mappings at runtime 

Selection: Automatic Generation of Code for Firmware/Software

Rev 2: commercial
System-on-Module:
Enclustra XU8



L. Ardila: ZynqMP-based Board Management Mezzanines for the Serenity ATCA Blades

Serenity Platform: SoC for Board Management

Custom System-on-Module

IPMC implementation on SoC

Runs on ZynqMP R5 processor

Split-boot: minimal FSBL

Common boot strategy: full configuration from network



N. Karcher:
SoCs for Readout Systems of Superconducting Circuits
→ use of RFSoC for controlling superconducting quantum bits

Slides available in indico



J. Tikalsky: APx Embedded Linux Developments

ATCA Processor (APx) Platform: Embedded Linux Developments

Custom
System-on-Module

Host configuration after boot: puppet apply

+ Geographic Addressing

+ Sysmap for meaningful and consistent 
device naming and access



R. Spiwoks: Software Framework for the System-on-Chip of the ATLAS MUCTPI 

ATLAS MUCTPI (phase 1): System integration

Geographic addressing: SOC - IPMC

Implementation: FSBL, U-Boot, Linux/C++

Firmware/software generation

+ Use TDAQ/CMake and cross-compilation to build run control application

+ Full software work flow described and run in gitlab/CI pipelines

EP-ESE-BE in collaboration with EP-ADT-TR



P. Zejdl: CMS DAQ System Software Design Considerations for Zynq-based MPSoCs in ATCA Crates

CMS SoC System Aspects

DHCP/Client ID: use 
SoC – IPMC Interface

Physical Slot Number

DHCP/Client ID at several stages:
U-Boot, kernel start-up, system services

Graceful Shutdown:
use IPMC and SoC/PMU to shutdown kernel

Client ID = Alternative to MAC address
Client ID = Shelf Address + Slot Location



M. Husejko:
Setting up basic GitLab CI and CD Environment for Zynq-based Design  

N. Dzemaili:
Reliable Booting and Upgrade System

M. Wyzlinski:
Continuous Integration for Building Software Infrastructure

Material and recordings available in indico

Part 2: SoC Workshop
Tutorials
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Part 2: SoC Workshop
Common Issues



A. Kazarov: ATLAS TDAQ Online Software Plans for SoC 

ATLAS SoC-DAQ Interface

Long-term maintainability of SoC:
Provide message-passing interface, which 
decouples TDAQ software from SoC

Client-Server Interface:
Client = DAQ/Run Control process
Server = SoC, execute cmd + sends async msg



A. Iribarren: CentOS Stream 8 and ARM64 Linux Support

CERN CentOS Stream 8 and ARM64 Linux Support

Possible Options: CentOS Stream 9, RHEL “no/low cost”, 
new Enterprise Linux Clones, e.g. Alma, Rocky

CentOS Stream 8 for aarch64

1

2

3
4

support until 
AUG-2024

for ARM now



M. Dobson: System and Network Administration Aspects of Zynq MPSoC
Devices in the Experiments

System and Network Administration (phase 1)

…

Scenario 1 Scenario 2



M. Dobson: System and Network Administration Aspects of Zynq MPSoC
Devices in the Experiments

System and Network Administration (phase 2)

Proposal:
Shelf Address = building/rack/unit

…

Proposal:
Slot location = primary(type,number)/secondary(type/number)

Proposal for DNS Names
…

Proposal: use DHCP/Client ID

…



S. Lueders: CERN IT Security

The “golden” computer security rules
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Part 2: SoC Workshop
Summary
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A lot of interest in System-on-Chips:

Across experiments, accelerators, and radiation protection

Wide range of uses: interactive access, protocol/converter, hardware/slow control, 
run/operational control, trigger, readout, event monitoring, etc.

SoCs are very powerful, flexible devices with a lot of potential

A prediction for ATLAS and CMS foresees about 1500 SoCs in phase 2 each

System aspects:

- How to organise SoCs into manageable systems?

- How to provide secure connection to the technical control network?

- How to provide long-term maintenance and support?

“Overcoming the challenges will most likely rely on commonality across systems.”

Summary – Use of SoC
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Summary - Hardware

On the hardware side:

• All systems are using the same hardware families:

Xilinx Zynq7000 and Zynq Ultrascale+ MPSoC

Many Zynq7000 projects are moving to use Zynq Ultrascale+ MPSoC (but not all!)

• Many systems are moving towards a System-on-Module (SoM) in order to 
overcome the problem of hardware obsolescence.

• There are a number of different SoMs being used:
Avnet, Enclustra, Trenz, Custom SoM, Xilinx Kria, …
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On the software side:

• Operating system:
– There was large agreement to use CentOS; in Run 3, C7 and CS8 will be used; in the long-

term, we need to see what future Linux will be selected (support for ARM64 is recognised)

• User application software:
– Better understanding of eco system, i.e. building system and user software
 sharing of software could be improved

• Network:
– Organisation: number of SoCs, network requirements, naming schemes, etc.
 proposals for CMS & ATLAS are being put together

• Booting:
– Strategy to boot as little as possible from local SoC resources, and as much as possible from 

network; in addition, to boot as reliably as possible mechanism under construction

 Many elements in hand, need to put them together to build a framework for 
centrally managed and maintained SoCs in the experiments

Summary – Software



• The SoC Workshop was success: SoCs are very popular, versatile, and 
powerful devices.

• SoCs are already in use today, and will be used more in the future, in 
particular, in ATLAS&CMS, but also in beams and radioprotection.

• The SoC organising committee will follow up on common solutions;
will continue to organise interest group meetings;
plans to organise another SoC workshop in 1 or 2 years
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Conclusion & Lookout
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Thanks for you attention!
Questions?


