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→ Vincenzo’s PPP presentation:
https://indico.cern.ch/event/954326/

● Stability issues with TFilePrefetch seem to be 

solved. The workers almost always get 

assigned the same range

● TFilePrefetch and XRootD cache scenarios 

have very similar execution time

● XRootD starts off quite slower, the workers 

trigger caching different portions of the 

dataset separately.

https://indico.cern.ch/event/954326/


RNTuple → Container
Cluster → Object
Page group → dkey
Page → akey

DAOS object: a key–value store 
with locality. The key is split into 
dkey (distribution key) and 
akey (attribute key).



● 1 client, 3 servers 
(provided by CERN 
openlab)

● Significantly faster read 
with RNTuple than with 
dfuse compatibility layer

● ~1GB/s throughput 
(should be even higher, 
still under investigation)

Preliminary results
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Proof of 
concept Prototype First 

exploitation
Pre-

production Production

~2018-19 ~2019-20 ~2021-22 ~2022-23 ~2023-24

● Class design
● File format 

R&D

● Interplay 
with other 
ROOT classes

● Performance 
validation

● Interplay 
with 
experiment 
frameworks

● podio 
integration

● Schema 
evolution 

● PB scale test 
cases

● Production 
tests with 
last-stage 
ntuples

● Ready to use 
for new runs

Available in ROOT::Experimental
Note: TTree technology will remain available for the 1EB+ existing data sets
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https://iris-hep.org/fellows/MaxOrok.html


1. Multi-threaded decompression Progress: done

2. Async reading with io_uring Progress: done

3. I/O scheduler: cluster preloading & caching Progress: done

4. Friends and chains: virtual storage backends Progress: almost there

5. Fast merging, hadd support Progress: almost done

6. TTree to RNTuple converter: disk-to-disk conversion as in hadd Progress: drawing board
7. RBrowser integration Progress: well underway

8. User-facing bulk API: retrieve spans of entries Progress: drawing board

9. RDF optimization: use of new RVec, proper use of clusters, etc. Progress: drawing board
10.

11. Buffered writes: cluster optimization, multi-threaded compression Progress: drawing board

12.

13.

https://docs.google.com/spreadsheets/d/1aGEy90zeYXBDwE1ad7FG4q0y5nHy7eeRYUQVnLcFiqQ/edit#gid=0
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