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Fill 2105 (Sept. 14, 2011)
‣ Duration: 16.5 hours
‣ Delivered: 117.4 pb-1

‣ Recorded: 113.4 pb-1

‣ Data Taking Efficiency: 96.6%
‣ 2.6 times the CMS recorded luminosity for 2010
‣ ~ Same as Tevatron Run I!
‣ Approximately 18,000 top pairs produced during this 

fill!
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Fill 2105 (Sept. 14, 2011)
‣ Duration: 16.5 hours
‣ Delivered: 117.4 pb-1

‣ Recorded: 113.4 pb-1

‣ Data Taking Efficiency: 96.6%
‣ 2.6 times the CMS recorded luminosity for 2010
‣ ~ Same as Tevatron Run I!
‣ Approximately 18,000 top pairs produced during this 

fill!

Need a reliable detector with 
excellent performance to 
capitalize on opportunties like this!
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CMS Detector
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Top physics utilizes most of 
CMS detector capabilities
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Tracker
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1 Introduction

The Compact Muon Solenoid (CMS) [1] is a general pur-
pose detector at the Large Hadron Collider (LHC) of CERN.
It has been designed primarily to perform new physics
studies at the highest energies achievable with the LHC.
The main components of CMS are a muon detection sys-
tem, electromagnetic and hadronic calorimeters, and an in-
ner tracking system (Tracker). The Tracker provides robust,
efficient, and precise reconstruction of the charged parti-
cle trajectories inside a 3.8 T axial magnetic field. The
nominal momentum resolution is typically 0.7 (5.0)% at
1 (1000) GeV/c in the central region and the impact parame-
ter resolution for high-momentum tracks is typically 10 µm.

The reconstructed tracks of charged particles are among
the most fundamental objects in the reconstruction of pp col-
lisions. Tracks are used in the reconstruction of electrons,
muons, hadrons, taus, and jets as well as in the determina-
tion of the primary interaction vertices. In addition, tracks
may be used to identify b jets, in particular through evidence
of a displaced vertex associated with a given jet.

This paper describes the performance of the Tracker,
which was evaluated with collision data from early LHC op-
erations at centre-of-mass energies of 0.9 and 2.36 TeV. The
next section contains a brief description of the Tracker. Sec-
tion 3 illustrates the LHC data and conditions that underlie
the analysis. Results obtained from the commissioning of
the Pixel and Silicon Strip detectors are described in Sect. 4.
Section 5 describes the track reconstruction and Sect. 6
presents tracking results demonstrating the overall perfor-
mance of the Tracker. In particular, reconstructed tracks are
used for track and vertex resolution measurements, the re-
construction of hadron decays, the estimation of ionization
energy loss, the identification of photon conversions and nu-
clear interactions, and b tagging. Finally, conclusions are
presented in Sect. 7.

2 Tracker description

The CMS experiment uses a right-handed coordinate sys-
tem, with the origin at the nominal interaction point, the x

axis pointing to the centre of the LHC ring, the y axis point-
ing up (perpendicular to the LHC plane) and the z axis along
the anticlockwise-beam direction. The azimuthal angle φ is
measured in the xy plane, with φ = 0 along the positive x

axis and φ = π/2 along the positive y axis.
The CMS Tracker [1], shown in Fig. 1, consists of two

main detectors: a silicon pixel detector, covering the region
from 4 to 15 cm in radius, and 49 cm on either side of the
collision point along the LHC beam axis, and a silicon strip
detector, covering the region from 25 to 110 cm in radius,
and within 280 cm on either side of the collision point along
the LHC beam axis.

The CMS silicon pixel detector has 66 million active el-
ements instrumenting a surface area of about 1 m2. It is de-
signed to provide the determination of three high precision
three-dimensional points on track trajectories. The detector
consists of three concentric cylindrical barrel layers and four
fan-blade disks which close the barrel ends. The barrel lay-
ers have an active length of 53 cm and are located at av-
erage radii of 4.3, 7.3, and 10.2 cm. The endcap disks in-
strument the regions between radii 4.8 and 14.4 cm at mean
longitudinal distances of 35.5 and 48.5 cm from the interac-
tion point. The system provides efficient three-hit coverage
in the region of pseudorapidity |η| < 2.2 and efficient two-
hit coverage in the region |η| < 2.5. The active elements are
n-in-n 100 µm×150 µm pixels [1] which are oriented with
the smaller pitch in the azimuthal direction in the barrel and
the radial direction in the disks. The 3.8 T magnetic field in
CMS causes significant azimuthal Lorentz drift of the col-
lected electrons in the pixel barrel which enhances the az-
imuthal charge sharing and therefore improves the resolu-
tion in that direction. The blades of the endcap disks are
rotated by 20 degrees about their radial axes with respect to

Fig. 1 r–z slice of the CMS
Tracker

Pixel detector:
Number of channels: 66M
Sensor size: 100 µm × 150 µm (~1 m2 total area) 
Hit resolution: 11.2 µm (trans.), 26.8 µm (long.)

Strip detectors:
Number of channels: 9.6M
Strip pitch: 80-183 µm (~210 m2 total area) 
Hit resolution: 16 - 40 µm

Pixels

Strips

Both cover 
|η| < 2.5
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ECAL
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Barrel

Endcap
Preshower

Barrel (EB) 
|η|<1.479

61,200 PbWO4 crystals
2.2 cm × 2.2 cm on face
0.0174 × 0.0174 in η × φ
25.8 X0 deep

Endcap (EE)
1.479 < |η| < 3.0

14,648 PbWO4 crystals 
2.86 cm × 2.86 cm on face
24.7 X0 deep

Preshower: (ES)
1.653 < |η| <2.6

137,000 readout channels
Alternating Si/Pb layers:
20 cm thick (~3 X0)

Testbeams

!"

!"#$%&'$#()*+,-)"

Figure 3.10. ECAL barrel energy resolution measured with test beam
electrons [5]. Stochastic (S), constant (C) and noise (N) terms are

extracted from a fit to the data.
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Extremely good energy resolution!
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HCAL
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Barrel (HB)
|η|<1.3

0.087 × 0.087in η × φ
5.8 λI (in middle) to 
10.6 λI (at end)

Endcap (HE)
1.3 < |η| < 3.0

0.087 × 0.087in η × φ
0.17 × 0.17in η × φ 
(for |η| > 1.6)
~10 λI

Forward (HF)
3.0 < |η| < 5.0

~10 λI

Outer (HO)
|η|<1.3

Outside solenoid
Ensure sufficient depth

Jet angular resolution 
(ET > 100 GeV):
σφ = 20 mrad; σθ = 30 mrad

ECAL + HCAL Resolution

Figure 3.15. Jet energy resolutions for the barrel, endcap, and forward

HCAL. Jets shown are reconstructed with an iterative cone algorithm

with radius δR = 0.5 [5].
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Muon Systems
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Figure 3.16. Muon pT resolution (δ(pT)/pT) as a function of pT for the

barrel and endcap muon systems. [5].

with a two-tiered structure, consisting of the Level-1 trigger and the High Level

Trigger (HLT).

The Level-1 trigger consists of programmable, custom-designed electronics

which reduce the rate of incoming events from 40 MHz to about 100 kHz. In

general, the approach is to use coarse information from the calorimeters and the

muon system to identify potentially interesting events which are then passed on

to the HLT. During the latency of the Level-1 trigger, the full event data are held

in buffers awaiting the trigger decision. At the most basic level, the calorimeters

and muon detectors produce trigger primitives (TPs) which correspond to energy

deposits in the calorimeter towers and track segments in the muon system. The

TPs are then sent to a regional trigger processing, where trigger primitives are

combined using pattern recognition algorithms to produce Level-1 trigger objects

59

Drift Tubes (DT)
|η| < 0.8 (full coverage); 0.8 < |η| < 1.2 (overlap with CSC) 
4 tracking stations measure trajectory in r-φ and r-z

Cathode Strip Chambers (CSC)
1.2 < |η| < 2.4 (full coverage); 0.8 < |η| < 1.2 (overlap with DT)
3-4 tracking stations

Resistive Plate Chambers (RPC)
|η| < 1.6; 6 layers in barrel; 3 layers in endcap
Provide fast timing information

2008 JINST 3 S08004
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Figure 7.47: Quarter-view of the CMS detector. Cathode strip chambers of the Endcap Muon
system are highlighted.

Figure 7.48: The ME2 station of CSCs. The outer ring consists of 36 ME2/2 chambers, each
spanning 10◦ in φ , and the inner ring of eighteen 20◦ ME2/1 chambers. The chambers overlap to
provide contiguous coverage in φ .
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Pixel

Strip

ECAL Barrel

ECAL Endcap

Preshower

HCAL Barrel

HCAL Endcap

HCAL Forward

HCAL Outer

Muon DT

Muon CSC

Muon RPC
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Fraction of Good Channels by Detector



K. Lannon

CMS Detector Works Well

13

Pixel

Strip

ECAL Barrel

ECAL Endcap

Preshower

HCAL Barrel

HCAL Endcap

HCAL Forward

HCAL Outer

Muon DT

Muon CSC

Muon RPC

90% 95% 100%

Fraction of Good Channels by Detector
Thanks to the hard work of 

everyone in detector operations!
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Luminosity Evolution
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Luminosity Evolution
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�N� ∼ 5

�N� ∼ 10

�N� ∼ 15
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Pileup
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Trigger Overview
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Collision data ~ 40 MHz

HLTHLTHLTHLTHLT

Figure 3.17. Schematic view of the Level-1 trigger system [5].

like e/γ, jet, or muon candidates. The trigger objects of each type are sorted

according to energy/momentum and object quality in limited spatial regions, and

then they are sent to the global calorimeter trigger (GCT) or global muon trigger

(GMT) for the final sorting. These global triggers determine the overall rank for

each trigger object and send the top candidates to the global trigger (GT) for the

final Level-1 decision. A schematic view of the Level-1 trigger logic is shown in

Figure 3.17. The GT is responsible for determining the final Level-1 trigger deci-

sion based on the trigger information as well as feedback from the CMS DAQ on

its state of readiness to accept additional events. The total time allotted for each

decision is only 3.2 µs so the processing is pipelined to achieve fast and nearly

deadtime-free operation [5].

60

L1 Rate: 
~100kHz

Level 1 Trigger:
• Implemented in 

dedicated hardware
• Information from 

calorimeter and muon 
system

• Reconstructed objects: 
µ, e/γ, τ, Jets, MET, 
∑ET, HT

HLT Rate: 
300-400 Hz

To storage at T0

High Level Trigger:
• Processor farm 

running 
software similar 
to offline 
analysis

• Data from all 
detectors 
available

• Trigger object 
similar to 
offline 
reconstruction
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Top Trigger Strategies
Take advantage of all objects in top quark signature to 
maximize acceptance: leptons, jets, MET

L1 Triggers: Single/Double µ, e/γ, Quad Jet
HLT Triggers:

Single e, µ, Double lepton

e/µ/τ + jets (+MET) (Different numbers of jets)
Multijet triggers (4-6 jets)

As luminosity increases, make adjustments to control rates:
Increase thresholds
Improve ID/iso
Combine more objects

19
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Trigger Rate Predictions

20

!"#$%#&'()$* +, -.//0$()1$23

!"#$4 -5.6&7, -.80$(9 #/00$2:

!"#$* +, -.;2-//0$2:

!"#$* +, -.;2-/10$2:

!"#$* +, -.;2-<=0$2:

!"#$* +>)?5/0$, @A +$%&66-7$2B

!"#$* +>)?53$C A +C 6+>-$2B

!"#$*?)D7-9 7-BB$2B

!"#$*?)D7-()3$21

!"#$*?)D7-C E?.?5:0$2B

!"#$9 7-/1$4 &7?FGH#$4 &7?FA?#$#6IFG#$#6IFA?#$"??A-FA?C J #&)<0$2K

!"#$9 7-/3$4 &7?FG" $4 &7?FA?H"$9 7-/1$!J "$23

!"#$9 7-/3$4 &7?FG" $4 &7?FA?H"$9 7-8$4 &7?FG" $4 &7?FA?H"$2:

!"#$9 7-/8$4 &7?FGH#$4 &7?FA?#$#6IFG#$#6IFA?#$"??A-FA?C J #&)<0$2B

!"#$9 7-1<$4 &7?FGH#$#6IFG#$2B

!"#$FA?()/<$23

!"#$FA?()<=$23

!"#$, -.//0$2:

!"#$, -.B00$21

!"#$()B0$21

!"#$()=0$2B

!"#$()8$9 7-/3$4 &7?FG" $2:

!"#$C E?.?5<:$FA?H"$C E?.?5/8$FA?H"$2:

!"#$C E?.?5<:$LKFG$C E?.?5/8$4 &7?FG" $FA?H"$21

!"#$M)&G, -.30$2:

!"#$L0<0$(L110$21

0 1 /0 /1 <0 <1

C 6-G+N.-GO&5GOPDA-62-GO!" # OL &.-A

C 6-G+N.-G

PDA-62-G

L &.-OQ!RS

Current trigger table handles 
up through 5 × 1033 cm-2s-1

Working on further 
improvements

Accurate predictions essential 
for optimal planning.
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Current trigger table handles 
up through 5 × 1033 cm-2s-1

Working on further 
improvements

Accurate predictions essential 
for optimal planning.

See Jason Slaunwhite’s talk (Object ID 

Performance for Top at CMS) for more details 

about trigger thresholds, performance, and 

efficiency
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DAQ at High Lumi

22Inst  Lumi  =  2.8 × 1033 cm-2s-1
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Extrapolation to Higher Lumi
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DAQ Limitations
Max event size must 
remain < 1 MB

No single FED 
exceeding 2kB/evt @ 
100 Hz

No problems foreseen

Extrapolation looks fine for 
expected luminosity

Tested with tracker in HI 
running



Offline and 
Computing
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CMS Computing Model
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Tier 0

Tier 1 Tier 1Tier 1 Tier 1Tier 1

Tier 3 Tier 3 Tier 3 Tier 3 Tier 3 Tier 3 Tier 3 Tier 3 Tier 3

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Tier 2

Distribute RECO/AOD, 
re-reco, generation/
storage of SIM

Prompt reco, calibrations, copy 
of RAW and first RECO data

Simulation, user data 
access/analysis

User data analysis
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CMS Computing in 2011
Expecting to process > 2 billion events!

Becoming resource limited

Fewer re-recos; rely more on prompt reco

Simulated > 2.8 billion MC events so far!

26
Ken Bloom -- DPF 2011 -- CMS Computing8/11/11

2011 experience: T1 activity

‣ Did full re-reco pass of 2010 
data in April and all available 
2011 data in May

‣ Consistent with planning

‣ Might not do full re-reco again 
until end of 2011 LHC run

‣ 2.8 billion MC events 
produced in 2011

‣ Latest simulation 
includes out-of-time 
pileup

‣ Had planned on 0.22B/
month, in fact capable 
of much more

12

CMS Week Report27/06/11

Re-reconstruction passes

9

‣ Already re-reconstructed more than 50% of the data currently 
recorded in 2011.   Matches planning well

Era Pass RECO Events Total Size [TB] RECO Size [TB] AOD Size [TB] ALCARECO 
size [TB]

Skim size [TB]

Run2010A+B Apr21
Run2011A Apr13

Run2011A Apr22

Run2011A May3

Run2011A May7

Run2011A May10

Run2011A May13

Run2011A 16Jun

1,420,077,332 388.89 254.65 59.29 6.09 68.85

40,729,454 2.74 2.74 0.00 0.00 0.00

10,767,224 9.59 5.95 1.66 1.98 0.00

12,808,958 9.13 7.26 1.87 0.00 0.00

29,085,527 21.57 16.93 4.64 0.00 0.00

476,783,419 257.65 158.65 39.75 5.53 53.72

18,604,900 5.59 4.45 1.14 0.00 0.00

463,744 0.36 0.28 0.07 0.00 0.00

Total 2,009,320,558 695.51 450.92 108.42 13.60 122.57

0

375,000,000

750,000,000

1,125,000,000

1,500,000,000

RECO Events

Run2010A+B
Run2011A

0

97.50

195.00

292.50

390.00

Total Size [TB]

Run2010A+B
Run2011A

>50% of  
current 

PromptReco 
events

>50% of  
current 

Prompt size
(without 
RAW)
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Event Size and CPU
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Tier Size Exp.

Data RAW

Data RECO

Data AOD

MC RECO

MC AOD

200 kB 390 kB

500 kB 530 kB

100 kB 200 kB

970 kB 600 kB

250 kB 265 kB

Event sizes in line with (or 
better than) expectations

Time spent in collisions 
matches expectations

Data volume OK

Ken Bloom -- DPF 2011 -- CMS Computing8/11/11

2011 experience: data taking

‣ How well does real CMS life 
match up with the plan?

‣ LHC duty cycle lower than 
anticipated, but CMS trigger 
rate above 300 Hz.

‣ Trigger rate includes overlap 
in primary datasets, planned 
to be 25%

‣ Recorded 1.1B events, 
compared to 1.3B in the 
planning

‣ Small contingency gained

‣ Re-reconstruction of full 
2011 data should be ~1 PB

9

DPF08/11

Data Collection

‣ As of August 1st we have 
collected 1.1B events

‣ Planning called for 1.3B

‣ Small contingency gained

‣ Trigger rate includes the 
overlap in the Primary 
datasets

‣ This is planned to be 25%

1

0

225000

450000

675000

900000

March April May June July

Seconds in Collision 
Expected

Average Trigger Rate

Rate for June is higher 
with better live time

356Hz   334Hz   393Hz  431Hz 361Hz

As lumi continues to increase, challenges increase

For 10 pile-up

CPU increases by factor of ~2-3

RECO size increases by factor of ~2
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Memory Usage

Switch to 64-bit software 
and new ROOT ➔ 
Increased memory usage
Preventing full 
utilization of available 
CPU resources
Addressed in next 
CMSSW release (as well 
as CPU time 
improvements)

Coming soon!

28

Ken Bloom -- DPF 2011 -- CMS Computing8/11/11

2011 experience: T0 activity

‣ 40% LHC livetime in early June 
led to saturation of T0

‣ But could not fully use CPU:

‣ Switch to 64-bit and new 
ROOT gives large memory 
footprint

‣ Working to reduce exe size, 
take advantage of whole-node 
scheduling for shared read-
only memory across multiple 
reconstruction jobs

‣ However, keeping up well 
enough with incoming data

11
CMS Week Report27/06/11

Tier-0 Utilization

‣ Over the Ascension 
weekend machine reached 
40% live time

‣ CPU utilization is not full 
because after the move to 
64bit and the new root the 
memory profile of the 
application is too high to use 
all the cores on the nodes

‣ Under active development in 
Offline to improve

‣ Tier-0 has been able to keep 
up 

7
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Prompt Validation
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Lumi vs. time for Golden JSON

Until now: certified 2222.96 pb−1

rejected 309.46 pb−1

New runs 175832 - 176023 : certified 127.47 pb−1

rejected 29.85 pb−1

Data processed through propt reco and certified for 
analysis in ~ 1 week!

➡ 87.8% collected 
data certified good 
(all detector 
systems perfect)

➡ 93.4% certified 
good for muon 
physics 
(calorimeters not 
required)
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Conclusions
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CMS detector, trigger, DAQ, and offline operating 
extremely well
Collecting large volumes of high quality data that is 
certified and ready for analysis very quickly
Growing top sample continues to provide exciting 
physics opportunities
Talks during this workshop will highlight some of the 
current results and those coming in the near future
Look forward to many great results over the next 
year!


