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Politecnico di Torino 

n  Leading Engineering School in Italy, founded in 
1859 

n  Department of Automation and Computer 
Engineering 
n  60 faculties, 80 research assistants, 20 staff 
n  100 PhD students 
n  Annual budget (~5 M€) 
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Electronic CAD & Reliability Group 

n  Its mission is to support, through techniques, tools, 
and services, the designer of electronic circuits and 
systems 
n  7 faculties, 3 research assistants, 6 PhD students 

n  Strong cooperation with major industries, agencies, 
and research centers world-wide 

n  Reliable COTS-based embedded systems 
n  Prof. Massimo Violante, and Dr. Luca Sterpone 
n  1 research assistant, 2 PhD students 

www.cad.polito.it 
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Goal 

n  To illustrate the challenge in designing with 
reconfigurable FPGAs in radioactive environment 

n  To illustrate possible solutions (design flow) 
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Outline 

n  Introduction 
n  Xilinx Virtex II & 4 
n  Actel ProASIC 
n  Conclusions 
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Introduction 

n  A number of reconfigurable FPGAs today available 
n  SRAM-based FPGAs: Xilinx, Altera, SiliconBlue, Atmel, … 
n  Flash-based FPGAs: Actel 

n  Plenty of experimental data available showing 
sensitivity to radiations, but 

n  Limited support to help designers 
n  Some design tools 
n  Some application notes 
n  Lack of established design flows including: architecture, 

implementation and validation 
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Activities at Polito 

n  Driver: space-related agencies/companies  
n  SRAM-based FPGAs à Xilinx Virtex II & 4 

n  Development of design methods and tools 
n  Fault injection: in cooperation with INAF (Milano, Italy), 

and Univ. of Sevilla (Sevilla, Spain) 
n  Radiation testing: in cooperation with Univ. of Padova 

(Padova, Italy) 

n  Flash-based FPGAs à Actel ProASIC 
n  Development of design methods and tools 
n  Fault injection 
n  Radiation testing: in cooperation with ESA (Noordwijk, 

NL) 
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Why Virtex-II & 4? 

n  Package qualified successfully for space use 
n  Extensive database concerning radiation effects/

device reliability 
n  Availability of design tools 
n  Newer devices like Virtex-5QV rad-hard are under 

scrutiny but too new to be adopted without further 
investigations 
n  Package is the biggest issue at the moment 
n  Limited availability of radiation/reliability data 
n  ITAR 
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Why Virtex-II & 4? 

n  Virtex-II & 4 appealing when… 
n  Need for large device with plenty of resources 
n  Need for high performance 
n  Need for in-flight reconfiguration capabilities 

n  SEL, TID 
n  SEL free (LETTH(H.I.)=100 MeV-cm2/mg) 
n  TID > 250 krad(Si) ~50.0 rad(Si)/sec (Virtex-4QV) 

However 
n  SEEs are an issue and must be mitigated 
n  Design validation is crucial 
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SEE of concern 

n  SEU/MCU in the device configuration memory 
n  SEU/MCU in the user memory 
n  SEU/MCU in hard-IPs 
n  SEFI 
n  SET (although difficult to observe) 
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How to approach the design 

n  Proper system architecture is needed 
n  Payload FPGA, Configuration memory scrubber, SEFI 

monitor 

n  SEE-aware design goes in the payload FPGA 
n  TMR 

n  Some vendors provide support for TMR 
n  TMRtool from Xilinx, Precision RT from Mentor Graphics, 

Symplify Pro from Synopsys 

n  They allow 
n  TMR insertion, safe-FSM encoding 
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Typical architecture 

D1.1 
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D3.1 
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D3.2 

V2 

V2 
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TMR Domain Voter Partition 
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Observation 

n  All design techniques are based on the single-fault 
assumption (1 SEE = 1 fault in the design)  

But 
n  SEE in the configuration memory may produce 

multiple faults 
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An example: original circuit 

n  The bitstream 
n  The original netlist 

0 1 0 0 0 0 

1 0 0 0 0 0 

1 1 0 0 0 0 

0 0 0 0 1 0 

0 1 0 1 0 0 

0 0 0 0 0 0 
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An example: single effect 

n  The bitstream 
n  The corrupted netlist 

0 1 0 0 0 0 

* 0 0 0 0 0 

1 1 0 0 0 0 

0 0 0 0 1 0 

0 1 0 1 0 0 

0 0 0 0 0 0 

1à0 
An open 
circuit is 
created 
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An example: multiple effects 

n  The bitstream 
n  The corrupted netlist 

0 1 0 0 0 0 

1 0 * 0 0 0 

1 1 0 0 0 0 

0 0 0 0 1 0 

0 1 0 1 0 0 

0 0 0 0 0 0 

0à1 
A short 
circuit is 
created 
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Why TMR may fail? 

n  The SEE modifies the same signal in two domains 
à SEE is producing multiple effects not masked by 
voters 

Domain 1 

Domain 2 

Domain 1 

Domain 2 

Original netlist SEE-corrupted netlist 
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An example 

n  Design: X-TMR design  
n  In theory any SEE should be mitigated 

n  Fault injection in the device configuration memory 

Resource Failure 

LUT 26 

Global routing 1,497 

CLB Local routing 45 

CLB configuration 0 

Total 1,568 
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Where is the bug? 

n  Design tools (TMRtool, Precision RT,…) work at 
HDL-level only 

n  Design implementation is done using standard place 
& route that tend to pack designs tightly 
n  Minimize device occupation 
n  Minimize delay 

n  Slices and switch matrices are shared by different 
TMR domains à SEE may induce multiple errors 
affecting different TMR domains at the same time! 

n  A SEE-aware implementation flow is needed 
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Open questions 

n  How can I predict radiation-effects analysis? 
n  Anticipate analysis before going to beam testing 

n  Millions of bit are inside the configuration memory: 
how many of them are really sensitive? 
n  Device cross-section vs design cross-section 

n  The bit 0x000c1c00, offset 156 is leading the circuit 
to fail: which part of the design it refers to? 
n  Debug the design quickly and accurately 

n  How can I implement my design safely? 
n  Avoid SEE effects escaping my architecture 
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The design flow 

XST 
synthesis 

TMR tool 

Input design 

Output 
design 

PAR 

bitstream 

Xilinx 
standard 

tools 
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The design flow 

XST 
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TMR tool 

Input design 

Output 
design 

PAR 
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STAR 

List of 
sensitive bits 

Analyze the impact of 
SEE in FPGA 

configuration memory 
without running 

simulations 
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The design flow 

XST 
synthesis 

TMR tool 

Input design 

Output 
design 

PAR 

bitstream 

STAR 

List of 
sensitive bits 

VPLACE 

Robust 
placement 

Compute robust 
placement for TMR 
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The design flow 

XST 
synthesis 

TMR tool 

Input design 

Output 
design 

PAR 

bitstream 

STAR 

List of 
sensitive bits 

VPLACE 

Robust 
placement 
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Robust 
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The design flow 

XST 
synthesis 

TMR tool 

Input design 

Output 
design 

PAR 

bitstream 

STAR 

List of 
sensitive bits 

VPLACE 

Robust 
placement 

Robust 
bitstream 

FLIPPER 

Workload 

Fault 
coverage 

RoRA/PAR 
Analyze the impact 

of SEE in FPGA 
configuration 

memory by means of 
simulations 
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STAR 

1.  Read the place & routed design and build the 
netlist/bitstream association 

2.  For each bit of the bitstream: 
A.  Flip the bit and update accordingly the netlist 
B.  Is the original netlist corrupted (does the error arrive to 

outputs)? 
I.  Yes à the bit is sensitive 
II.  No à the bit is not sensitive 

n  Analysis is done looking at the error propagation 
path, and it does not consider workload 
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STAR operational modes 

n  Discovery mode: it analyzes the bitstream while 
neglecting mitigation schemes 
n  Lists sensitive bits 

n  TMR mode: it analyzes the bitstream while 
automatically recognizing (X)TMR mitigation 
scheme 
n  Lists bits that violate (X)TMR scheme (domain crossing 

events) 
n  List bits that produce warnings (may lead to domain 

crossing events in case of accumulation) 
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Domain crossing events 

D1.1 
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Domain crossing events 

D1.1 

D2.1 

D3.1 

V1 

V1 

V1 

D1.2 

D2.2 

D3.2 

V2 

V2 

V2 

V3 

V3 

V3 

One Single Event Upset (SEU) in the configuration memory 
provokes two circuit modifications in two TMR domains in the 
same TMR partition à The fault propagates beyond the voter 
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Warnings 

D1.1 

D2.1 

D3.1 

V1 

V1 

V1 

D1.2 

D2.2 

D3.2 

V2 

V2 

V2 

V3 

V3 

V3 

One SEE in the configuration memory provokes two circuit 
modifications in two voter partitions à The fault stops at the 
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TMR-mode algorithm 

n  The algorithm recognizes automatically TMR 
domains, voters, and voter partitions 

n  Forward error propagation: 
1.  Find all the paths from the fault site to the circuit 

outputs, or memory elements 
2.  Is the fault propagating to only one of the voter inputs? 

A.  Yes à the bit is not sensitive 

 
B.  No à the fault propagates to at least two inputs of a voter in 

the same partition à the bit is sensitive 

V 

V 
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The report 

n  Detailed report is produced for Xilinx devices 

Resource: PIP Block Adr 0 Maj Add 6 Min Add 
14 Bit 156  
Involved PIP : Y1 -- S2BEG2  
FAR: 0x000c1c00 Bit: 156  
Net = data_bus_IBUF_TR 
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Supported fault models 

n  Single Cell Upset (SCU) 
n  Multiple Cell Upset (MCU) 

n  Growing phenomena at each new generation of devices 
n  STAR includes layout information about the analyzed 

device (Virtex II, only) 

n  Accumulated SCU 	
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VPLACE 

n  Domain-crossing events observed when different 
TMR domains are packed in on CLB 

n  VPLACE avoids them by: 
n  Identifying the logic belonging to TMR domains 
n  Defining placement constraints (UCF file) to force each 

domain in dedicated FPGA CLBs 

CLBs candidate 
for domain-

crossing events 

Robust placement 
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RoRA 

n  Domain-crossing events observed when net of 
different TMR domains are routed in adjacent CLB 

n  RoRA avoids them by: 
n  Identifying critical nets 
n  Re-routing critical nets  

n  To minimize run-time: 
n  Xilinx PAR is used to provide an initial solution 
n  RoRA reworks the initial solution by attacking critical nets 

only 
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FLIPPER 

n  STAR sensitive bits can become a failure or not 
depending on the workload 
n  Pattern-dependent fault masking 

n  FLIPPER is an emulation platform specifically 
designed for fault injection of SEU in Xilinx FPGA 
configuration memory 

 

                                                                                
 

 
 
   
 
 
 
 
 
 
Overview 
 
FLIPPER* is a tool aimed at evaluating Single Event 
Upset (SEU) effects in Xilinx Virtex II SRAM-based 
Field Programmable Gate Arrays (FPGAs). SEUs are 
emulated by fault injection into the configuration 
memory and reconfiguration logic registers. 
 
FLIPPER offers high flexibility in setting up fault 
injection tests, since the design under test is 
implemented in a separate DUT Board stacked on a 
Control Board. This allows to test different devices by 
implementing the corresponding DUT Board and to 
evaluate a single design on different devices. Besides, 
various test operating frequencies are available and 
the number of  test signals can be defined in a wide 
range. 
 
SEUs are injected by bitstream manipulation. Both 
single and multiple SEUs can be injected. In case of 
multiple SEUs, two adjacent bits in a frame are 
modified at one time. One single injection at a time is 
performed, after which the DUT is exercised for the 
whole set of test vectors. The effects of an injection 
always sum up to the effects of the previous ones. 
 
The location in the bitstream of an injected SEU can 
be random, sequential, or user defined. Sequential 
means that every bit of the bitstream in the 
configuration memory or configuration control registers 
is accessed and modified in sequential order. In user 
defined mode, selected locations for injection are 
provided via text file. 
 
FLIPPER provides features for importing test/gold 
vectors from Mentor Graphics ModelSim. Injection 
results from FLIPPER can be easily imported in a 
worksheet or data base. 
 

 
 
 
  
 
System Description 
 
The system comprises three main parts: 
 

a flexible FPGA-based board (Control Board), that 
rules the fault injection procedure 
 
a DUT (Device Under Test) board, that contains the 
FPGA to be tested, an XQ2VR6000 device 
 
a Personal Computer. 
 

 
 
FLIPPER manages up to 150 triplicated test signals, 
comprising one synchronous test clock, toward the 
DUT, and up to 120 triplicated signals from the DUT.  
The maximum depth for a continuous run is 3.5k 
samples at 100 MHz clock rate. However, for full 
synchronous DUT design there is no limit in the 
maximum depth, as the test clock can be suspended. 

* Patent Pending. 

Massimo VIOLANTE - CERN 18-10-2011 38 



Real design 

n  Problem: optimize SEE mitigation of a design 
n  Device: Virtex-4 xc4vlx160 
n  Design: XTMR circuit from Thales Alenia Space 
n  Sensitive bits according to STAR: 38,392 
n  Sensitive bits after VPLACE/RoRA: 17,385 

n  Improved the robustness w.r.t. SEE by 2x 
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Outline 

n  Introduction 
n  Xilinx Virtex II & 4 
n  Actel ProASIC 
n  Conclusions 
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Why ProASIC? 

n  Package qualified successfully for space use 
n  Extensive database concerning radiation effects/

device reliability 
n  Availability of design tools 
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Why ProASIC? 

n  ProASIC appealing when… 
n  Need for low-power design 
n  Need for simple design 
n  Need for limited in-flight reconfiguration capabilities 

n  SEL, TID 
n  SEL free (LETTH(H.I.)=68 MeV-cm2/mg) 
n  TID > 30 krad(Si) ~1.0 rad(Si)/minute (no refresh) 
n  TID > 90 krad(Si) ~1.0 rad(Si)/minute (refresh) 

However 
n  SEEs are an issue and must be mitigated 
n  Design validation is crucial 
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SEE of concern 

n  No SEU/MCU in the device configuration memory 
n  SEU/MCU in the user memory 
n  SET 
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How to approach the design 

n  Simpler architecture than for SRAM-based FPGAs 
n  Although, if refresh is needed it becomes similar 

n  SEE-aware design goes in the payload FPGA 
n  TMR/EDAC for user memory 
n  SET (possibly) 

n  Some vendors provides support for TMR 
n  Symplify from Synopsys, Libero from Actel 

n  They allow 
n  TMR insertion 
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How to approach the design 

n  Current approaches are suitable against SEU, 
however SETs may happen 
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How to mitigate SET? 

n  Available options: 
n  Global TMR 
n   Insertion of SET filters (guard gates) 

n  No widely-accepted solution 
n  SET-aware design implementation is a possible 

solution 
n  Clever placement of inverting gates allows for SET pulse 

attenuation 
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TABLE I
GATE PROPAGATION TIMING COEFFICIENTS

Transition Function Propagation Time
{ 0 ! 1 ! 0 } inverting �tI = tIHL � tILH
{ 0 ! 1 ! 0 } inverting �tU = tULH � tUHL
{ 1 ! 0 ! 1 } inverting �tI = tILH � tIHL
{ 1 ! 0 ! 1 } inverting �tU = tUHL � tULH
{ 0 ! 1 ! 0 } non-inverting �tI = tIHL � tILH
{ 0 ! 1 ! 0 } non-inverting �tU = tUHL � tULH
{ 1 ! 0 ! 1 } non-inverting �tI = tILH � tIHL
{ 1 ! 0 ! 1 } non-inverting �tU = tULH � tUHL

propagation delay of the interconnections between logic gates.
In order to achieve these information for all the principal logic
gates we perform an electrical logic characterization where we
measured the real behavior of the SET propagation through the
considered logic gates

A. Logic Gate Characterization

Since the way the SET pulse is propagated through logic
gates is the principal core of the proposed algorithm. We
performed a complete characterization of the principal logic
gates by means of the electrical behavior analysis under the
injection of SET effects. The main purpose of the logic gate
characterization is the measurement of the propagation times
and of the attenuation coefficient under different electrical
conditions. The information extracted during this phase are
used by the place and route algorithm in order to mitigate the
SET propagation.

We used an electrical pulse generator implemented on a 130
nm Actel FPGA device. We designed the SET pulse generator
at the physical level [6] and we injected 6 different types of
pulses at: 250, 350, 600, 850 1.000 and 1.270 ps. The SET
injection has been performed for both the transition { 0 !
1 ! 0 } or { 1 ! 0 ! 1 }. Consequently we measured the
transient pulse generated at the output of the gate in terms
of propagation times and voltage amplitude. For each basic
logic gate, we defined two resistive capacitance load conditions
connected to the gate output:

1) high resistive capacitance load conditions. We added
at the output of the gates a resistive capacitance load
consisting of several routing segments ranging from 20
up to 300. This condition emulates the logic gate with a
load very close to the maximum tolerable fan-out driver.

2) low resistive capacitance load condition. We added to
the output of the gate only a small number of routing
segments ranging from 1 to 20. This condition emulates
the logic gate with a light capacitive load.

The pulse generators have the purpose of injecting SET
pulses internally to complex logic circuitry. Therefore, the
logic scheme must be inserted in order to have the injection
point located in the desired position and the defined schemes
delays must not be bias by the circuits logic area, vice versa the
injected pulses may differ from the defined behavior. In order
to accomplish that condition, the pulse generator schemes have
been treated as macros bound, thus the pulse generator logic

Injected(SET(pulses(width([ns](

Load(condi8on(1({010}(
Load(condi8on(1({101}(
Load(condi8on(2({010}(
+(Load(condi8on(2({101}(

C X
(B
ro
ad
en

in
g(
co
effi

ci
en

t([
ns
]((

Width(broadening(

Width(aGenua8on(

Fig. 3. NAND Broadening coefficient with different resistive capacitive load
conditions in response to SET electrical pulse injection.

locations remain untouched by the physical mapping of the
circuits logic.

As an example of the performed logic gate characterization,
we reported in Fig. 3 the analysis of the broadening coefficient
for the NAND gate considering a load condition 1 with 150
routing segments and a condition 2 with 5 routing segments. It
is possible to note that the load condition 1 provoke a drastic
broadening of the SET pulses injected at the input of the
NAND gate, vice versa a small resistive capacitive load may
provoke a width attenuation of the injected pulse. Besides, the
width attenuation of the pulse is increasing proportionally with
the width of the injected SET pulses.

We performed the gate characterization of all the principal
fundamental gates such as inverting gates (NAND, NOR and
INVD) and non-inverting gates (AND, OR). We achieve two
main conclusions from the analysis of the injected SET pulses.
The first is that a small / high resistive capacitive load at
the output of inverting gates may lead to an attenuation /
broadening of the SET pulses injected into the input, the
second is that a high / small resistive capacitive load at the
output of non-inverting gates may lead to an attenuation /
broadening of the injected SET pulse. Therefore, in order to
achieve a better SET mitigation is necessary to place and
route the circuit in order that the resistive capacitive loads
between inverting gates is as small as possible, vice versa it
is necessary to increase the capacitive resistive load between
non inverting gates. In order to achieve the optimal condition,
it is mandatory the adoption of an automatic solution capable
to implement these rules. The results we achieved from the
gate characterization has been stored in a data-base, following
used by the developed place and route algorithm in order to
obtain SET pulse mitigation.

IV. THE PLACE AND ROUTE ALGORITHM

In order to automatically implement the SET propagation
characteristics we achieved from logic gate characterization,
we implemented a new place and route algorithm aiming at
implementing highly SET-resilient circuits. The preliminary

Our approach 

n  Broadening/attenuation for inverting/not-inverting 
gates implemented by Actel VersaTile vs fan-out 
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Our approach 

n  Empirical approach to attenuate SETs 
n  Place inverting gates as close as possible 
n  Place non-inverting gate as far as possible 
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version of the algorithm is based on a greedy approach and
has been developed considering the layout informations related
to the 130 nm ProAsic Flash-based FPGA manufactured by
Actel. At first, it loads the entire net-list of the circuit, then
it performs three phases: the logic path trees analysis, the
analytical placement of the logic resources and finally the
global routing of the circuit.

The principal characteristic of the developed algorithm is
that the placement and routing phases are regulated by a timing
and capacitive load metric that allows to modify the logic gate
placement positions into the regular array of the FPGA in order
to achieve the more optimal condition for the SET mitigation.
This modification is made by acting only on the placement
location and on the number of adopted routing segments, the
algorithm does not modify the net-list of the original circuit.

The flow of the developed algorithm is depicted in Fig. 4.

Fig. 4. The developed algorithm for the mitigation of the SET transient
effects.

The algorithm starts by reading the netlist description of
the considered circuit M and creates the place and route graph
PRG where logic functions and interconnections are modeled
as logic vertices and edges.

The algorithm performs then three phases: the logic path
trees analysis, the placement and finally the routing.

The logic path trees analysis phase consists at first in
identifying the logic cones of the circuit. Each logic path tree
LT will include several source points (consisting in FFs or
IOs) and a destination point consisting in a single FF or IO.
Secondly, the function critical logic path identifies the more
timing critical logic path CP between one source point and
the destination point of a considered LT . The timing critical
logic path, which will be the logic path with the longest delay,
is used to constrain the placement and routing functions for
each considered LT .

Once the logic path trees analysis is completed, the algo-
rithm performs the placement. The first step of the placement
consists on the identification of the logic source and destina-
tion sequential elements LS and LD. The second step is the
more critical. For each logic path P between a source element
LS and a destination element LD it is performed the logic
placement and the global routing. First of all, it is created an
original placement of the source sequential elements and the

destination ones. The placement positions of those elements
are stored into LS and LD. In details, after initializing to
zero a cost variable called PlacementDelayCost(PDC) the
placement of each gate G belonging to the logic path P is
performed with the following steps:

1) if the gate G and the next gate G+1 are inverting gates,
the placement is performed in the closest position trying
to perform a short global routing.

2) in the other cases, the placement is performed in a
longer distance and the global router will use more
interconnection segments.

After each placement step, the global routing functions
update the PDC delay cost variable. Once the placement
of all the logic gates of a logic path P is completed, it is
evaluated the whole cost in terms of delay. In case the cost
of the generated solution is major than the most critical logic
path CP the solution is repeated. Vice versa, if the delay cost
is minor or equal to the CP delay the place and route graph is
updated. The last phase consists of the detailed routing. This
is the most simple part of the algorithm, since the function
route routes the input and output points between each pre-
placed gate. Finally, the place and route graph is updated.

Once all the logic path are placed and routed the PRG is
exported into the native netlist format.

FFi#

FFi+1#

ΔT1# ΔT2# ΔT3# ΔT4#

FFi#

FFi+1#

ΔTN1# ΔTN2# ΔTN3# ΔTN4#

Fig. 5. An example of the delay modification introduced by the developed
algorithm on a single logic path.

In Fig. 5 we give an example how the algorithm acts on a
single logic path. Considering a logic path having two FFs FFi

and FFi+1 and 5 logic gates, the original routing timing of the
logic path is given by the sum of all the routing delay of each
segment: �Ttot = �T1 +�T2 +�T3 +�T4. The developed
algorithm modifies the routing delay between the inverting
gates (NAND and the NOR) and between the non-inverting
gates (OR and AND). The delay is modified by changing the
placement position of each gate, and consequently the routing
between them. The resulting new timing characteristics of the
logic path have �TN1 << �T1, �TN3 >> �T3, �TN2 =
�T2 and �TN4 = �T4. The difference between the first and
the third delay must guarantee that �TNtot << �Ttot,

V. EXPERIMENTALT RESULTS

In order to prove the developed methodology, we exercised
the developed algorithm with several selective fault injec-
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tion campaigns and with timing analysis performed on some
ITC’99 benchmark circuits [7]. We implemented and tested the
circuits on an ProAsic3 Flash-based FPGA manufactured by
Actel. The characteristics of the circuits we implemented are
reported in Table II where we indicated the number of Flip-
Flops (FFs), combinational gates and the maximum timing
delay of the circuit originally mapped on the Flash-based
FPGA.

TABLE II
EXPERIMENTAL CIRCUIT CHARCTERISTICS

Circuit ID FFs [#] Combinational Gates [#] Timing [ns]
B10 66 1,719 2.75
B13 114 2,613 1.95
B07 153 4,401 3.10
B05 135 7,488 3.50
B12 423 10,554 3.21
B14 666 63,174 2.20

We applied the developed algorithm to the benchmark
circuits and we performed a SET fault injection campaign
using the internal electrical fault injection system we presented
in [6]. We adopt a random-based fault injection approach for
the injection time and location, and we randomly injected fault
injection SET having width of 250, 400 and 600 ps with a
maximum amplitude of 1.8 Volts. The SETs were injected with
a variable period of time in order to guarantee that the SETs
are equally distributed along the circuit’s clock period. The
circuits were set to run at the frequency of 40 MHz. The results
we obtained are illustrated in Table III, where we reported the
number of injected SETs, the Wrong Answer (WA) of the
original circuit and of the hardened circuit.

TABLE III
EXPERIMENTAL RESULTS

Circuit ID SETs [#] WA Original [#] WA Hardened [#]
B10 15,000 1,435 429
B13 15,000 1,521 458
B07 15,000 1,232 371
B05 15,000 1,680 498
B12 15,000 1,702 521
B14 15,000 1,858 562

The results clearly shown that the proposed algorithm has an
good effective in mitigating the SET since an improvement of
about the 70% is observed. We also performed a timing analy-
sis of the hardened circuits and we observed that the maximum
critical timing has not changed, while as previously explained,
the proposed solution does not introduce any penalties in area
and timing.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper we presented a new methodology based on
a place and route algorithm able to mitigate the effects of
SETs. The solution is novel and is able to mitigate the SET
effects on integrated circuits without requiring a modification
of the logic cells dimension and of the flip-flop architecture.

Besides, the algorithm is general and can be applicable to
all the kinds of digital integrated circuits such as ASICs or
regular fabric-based devices. Experimental results demonstrate
the efficiency of the proposed algorithm. Preliminary analysis
performed on some benchmark circuits shown a SET tolerance
improvement of about 70% with respect to the unhardened
circuits. Further improvements of the algorithm and extended
analysis by means of radiation testing are planned for the
future activities.
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Conclusions 

n  Designing critical applications using reconfigurable 
FPGA is possible, but it requires 
n  Understanding of SEE effects 
n  Suitable mitigation techniques 
n  Suitable validation strategy 

n  In addition to that: 
n  Memory scrubbing scheme is needed (SRAM-based) 
n  SEFI mitigation scheme is needed (SRAM-based) 
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Cookbook 

n  Different “recipes” are possible depending on your 
“taste” 

n  High dose à SRAM-based FPGAs 
n  Low SEE rate à scrubbing only J 
n  High SEE rate à scrubbing + TMR J 
n  Very high SEE rate à scrubbing + TMR + SEFI J 

n  Low dose à Flash-based FPGAs 
n  Low frequency à TMR on FFs J 
n  High frequency à TMR on FFs + SET filtering L 

n  The proper cooking instruments and the chef skills 
are needed! 
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